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We introduce an interior penalty discontinuous Galerkin ¯nite element method for the Reissner�
Mindlin platemodel that, as the plate's half-thickness � tends to zero, recovers a hp interior penalty

discontinuous Galerkin ¯nite element methods for biharmonic equation. Our method does not

introduce shear as an extra unknown, and does not need reduced integration techniques. We
develop the a priori error analysis of these methods and prove error bounds that are optimal in h

and uniform in �. Numerical tests, that con¯rm our predictions, are provided.
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1. Introduction

The Reissner�Mindlin system of equations is one of the favorite playgrounds of

numerical analysts. Indeed, such system is not only a good model for an important

class of problems, elastic plates, but also it brings in computational challenges that
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require ingenious numerical methods. The matter is, despite being of second-order and

elliptic, the system depends in a nontrivial manner on �, the half-thickness of the plate.

As � goes to zero, the Reissner�Mindlin solution approaches the Kirchho®�Love

solution, which comes from a fourth-order partial di®erential equation. Thus, for �

positive but quite small, naive numerical schemes designed to solve Reissner�Mindlin

fail, since in general they do not approximate well solutions of fourth-order problems.

This is described as a locking problem.

This is all well known and sharply described in the introductory section of Ref. 7.

There are in the literature ¯nite element schemes that avoid locking altogether, for

instance, see Refs. 2, 3, 8, 13, 18�20, 26�28 and 33; for a comprehensive review, see

Ref. 24 and references therein. More recently some authors started to take advantage

of the °exibility of discontinuous Galerkin (DG) ¯nite element methods5,6 to design

new, locking free, plate models4,14,16,29; after the completion of our work, we also

learned about Ref. 25. Our work ¯ts in this realm.

Discontinuous Galerkin methods admit discontinuities of the elements in the

discrete space, allowing the use of non-matching grids, approximations with varying

polynomial order, and o®er the possibility to implement weakly the desired smooth-

ness of elements of the approximation space. This is particularly important when

designing ¯nite element methods for the biharmonic equation, since one can use high-

order polynomial approximations without the necessity of fairly involved construc-

tion of C 1 continuous ¯nite element spaces. Furthermore, the local elementwise

conservation property of the DG methods is often desired in applications. The sub-

stantial °exibility of DGmethods makes this approach quite suitable for a large range

of computational problems such as linear and nonlinear hyperbolic PDEs, convection

dominated di®usion PDEs and elliptic problems in general. A uni¯ed analysis of DG

methods for the second-order elliptic equations can be found in Ref. 5, while a uni¯ed

analysis encompassing both elliptic and hyperbolic equations in the framework of

Friedrich's system can be found in Refs. 21�23.

The discontinuous Galerkin method for fourth-order elliptic equation was intro-

duced and analyzed by Baker.10 A hp version of interior penalty discontinuous

Galerkin ¯nite element methods have been considered and analyzed in Refs. 11,

30�32 and 35, where the authors present the stability analyses and a priori error

bounds for symmetric, non-symmetric and semi-symmetric variants of the method.

Such quite °exible DG, hp-scheme for the biharmonic equation was our main

motivation in this present work. We propose here a method for the Reissner�Mindlin

system that, as � tends to zero, recovers the above-mentioned scheme for the

biharmonic. We prove convergence in a natural energy norm, and provide numerical

tests that con¯rm our predictions.

Let � � R2 be a convex and polygonal domain with boundary @�. Consider a

homogeneous and isotropic linearly elastic plate occupying the three-dimensional

domain �� ð��; �Þ. Assume that such a plate is clamped on its lateral side, and under

a transverse load of density per unity area �3g that is symmetric with respect to its
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middle surface. Under such pure bending regime, there are two popular two-

dimensional models for the plate's displacement.

In the Kirchho®�Love model, the displacement at ðx;x3Þ 2 �� ð��; �Þ is

approximated by ð�x3r ðxÞ;  ðxÞÞ, where

D�2 ¼ g in �;

 ¼ @ 

@n
¼ 0 on @�;

ð1:1Þ

and D ¼ 4�ð�þ �Þ=½3ð2�þ �Þ�. Here, � and � are the Lam�e coe±cients.

The simplest Reissner�Mindlin model approximation, as presented in Ref. 1 is

ð�x3µðxÞ; !ðxÞÞ, where

�div C eðµÞ þ ��2�ðµ�r!Þ ¼ 0 �;

��2� divðµ�r!Þ ¼ g in �;

µ ¼ 0; ! ¼ 0 on @�:

ð1:2Þ

We denote by eðµÞ the symmetric part of the gradient of µ, and

C eðµÞ ¼ 1

3
½ 2� eðµÞ þ �� div µ I �;

with �� ¼ 2��=ð2�þ �Þ, and I is the identity matrix. Let �0, �1 be positive

constants such that

�0jeðµÞj2 � jC eðµÞ : eðµÞj � �1jeðµÞj2; ð1:3Þ

where � : � ¼
P2

i;j¼1 � ij�ij denote the inner product between two matrices � and �,

and j� j ¼ ð� : �Þ1=2.
In the weak formulation, µ 2 H

�
1ð�Þ and ! 2 H

�
1ð�Þ are such that

aðµ;´Þ þ ��2�ðµ�r!;´Þ ¼ 0 for all ´ 2 H
�
1ð�Þ;

���2�ðµ�r!;r�Þ ¼ ðg; �Þ for all � 2 H
�
1ð�Þ;

where ð�; �Þ denotes the inner product in L2ð�Þ and L2ð�Þ, and

aðµ;´Þ ¼
Z
�

C eðµÞ : eð´Þ dx:

Note that the Poincar�e's and Korn's inequalities hold, i.e. there exists an

�-independent constant c such that

jj´jj21;� � cað´;´Þ; jj!jj0;� � cjjr!jj0;� for all ð´; !Þ 2 ðH
�
1ð�Þ �H

�
1ð�ÞÞ:

The existence and uniqueness of solutions for Reissner�Mindlin follow since from

jjr!jj0;� � jjµ�r!jj0;� þ jjµjj0;�, we gather that ðµ; !Þ is the unique minimum of the

functional

aðµ; µÞ þ ��2�ðµ�r!; µ�r!Þ � ðg; !Þ

in ðH
�
1ð�Þ;H

�
1ð�ÞÞ.
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The relation between the Kirchho®�Love and Reissner�Mindlin models becomes

clear since, as �! 0, the sequence of solutions ðµ; !Þ converges to ðr ;  Þ, where  
solves (1.1), and minimizes

aðr�;r�Þ � ðg; �Þ

in H
�
2ð�Þ. This is an instance of a more general result of Ref. 15.

Next, we outline the contents of this paper. In the next section, we introduce a

broken formulation for the Reissner�Mindlin system, and in Sec. 3, we de¯ne our

¯nite element scheme and prove continuity and coercivity in an energy norm.

Section 4 contains the convergence results, and Sec. 5 contains the numerical results.

We now brie°y introduce and explain some basic notation that we use throughout

this paper. As usual, if D is an open set, then L2ðDÞ is the set of square integrable

functions in D, and for a non-negative number t, HtðDÞ is the corresponding Sobolev

space of order t. The notation for its inner product, norm and semi-norm is ð�; �Þt;D,
jj � jjt;D and j � jt;D. Let H

�
1ð�Þ be the space of functions in H1ð�Þ vanishing on @�.

Similarly, H
�
2ð�Þ is the space of functions in H2ð�Þ having their traces and their

normal derivatives vanishing on @�. We write vectors and vector spaces in bold.

2. Weak Formulation in Broken Sobolev Space

Let Kh ¼ fKg be a shape-regular partition of � into non-overlapping triangles and

let us assume for simplicity that this mesh does not include hanging nodes; all results

below (with respective technical speci¯cation) are still valid for non-matching

meshes. The number hK denotes the diameter of an element K 2 Kh, and h is the

maximum of hK , for all K 2 Kh. Let Eh be the set of all open faces e of all elements in

Kh, and he the length of e. The set Eh will be divided into two subsets, E �
h (the set of

interior faces) and E @h (the set of boundary faces), de¯ned by

E �
h ¼ fe 2 Eh : e � �g; E @h ¼ fe 2 Eh : e � @�g:

In addition, we de¯ne

�� ¼ fx 2 e : e 2 E �
hg

and � ¼ �� [ @�.
Let

HtðKhÞ ¼ fv 2 L2ð�Þ : vjK 2 HtðKÞ; for all K 2 Khg

be the space of piecewise Sobolev Ht-functions and denote its inner product, norm

and semi-norm by ð�; �Þt;h, jj � jjt;h and j � jt;h respectively. For simplicity denote by

HtðKhÞ ¼ HtðKhÞ �HtðKhÞ the respective broken Sobolev space of vector functions.

Similarly, for any open subset � � � let us denote by ð�; �Þ� and jj � jj� the inner

product and the norm in the space L2ð�Þ respectively.
For any K 2 Kh let nK be the outer normal to the boundary @K. Let K� and Kþ

be two distinct elements of Kh sharing the edge e ¼ K�TKþ 2 E �
h. We de¯ne the
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jump of � 2 H 1ðKhÞ by

½�� ¼ ��n� þ �þnþ;

where �	 ¼ �jK 	 and n	 ¼ nK	 . For a vector function µ 2 H1ðKhÞ, de¯ne

½µ� ¼ µ� � n� þ µþ � nþ; ½½µ�� ¼ µ� 
 n� þ µþ 
 nþ;

where µ
 n ¼ ðµnT þ nµTÞ=2. Note that the jump of a scalar function is a vector,

and for a vector function µ, the jump ½µ� is a scalar, while the jump ½½µ�� is a symmetric

matrix. The average of scalar or vector function 	 is de¯ned by

f	g ¼ 1

2
ð	� þ 	þÞ:

On a boundary face e 2 E @h
T
@K with outer normal n, de¯ne jumps and

averages as

½�� ¼ �jKn; ½µ� ¼ µjK � n; ½½µ�� ¼ µjK 
 n; f	g ¼ 	jK :

With such notation the following equalities hold4:X
K2Kh

Z
@K

µ � nKv ¼
X
e2Eh

Z
e

fµg � ½v�; ð2:1Þ

X
K2Kh

Z
@K

�nK � ´ ¼
X
e2Eh

Z
e

f�g : ½½´��; ð2:2Þ

for su±ciently smooth vector µ and symmetric tensor � .

In what follows c denotes a generic constant (not necessarily the same in all

occurrences) which is independent of the mesh-size h and the half-thickness �. For

instance, the shape-regularity implies that there exists a constant c such that on any

face e 2 Eh

T
@K

he � hK � che:

Thus, the following multiplicative trace inequality holds36:

Lemma 1. For a shape regular partition Kh, there exists a constant c such that

jjvjj20;@K � c
1

hK

jjvjj 20;K þ hkjvj21;K
� �

for all v 2 H 1ðKÞ; ð2:3Þ

and for all K 2 Kh.

Let us suppose, for simplicity, that D ¼ 1 in the biharmonic equation (1.1). Then

the following symmetric discontinuous Galerkin formulation35 de¯nes  h 2 H 4ðKhÞ
such that

Bbð h; �Þ ¼ ðg; �Þ for all � 2 H 4ðKhÞ; ð2:4Þ
where the bilinear form Bbð ; �Þ ¼ BKh

ð ; �Þ þ B�ð ; �Þ þ Bsð ; �Þ. The contri-

butions from the elements are

BKh
ð ; �Þ ¼ ð� ;��Þh;
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the consistency and symmetrization terms are

B�ð ; �Þ ¼
X
e2Eh

½ðfr� g; ½��Þe þ ð½ �; fr��gÞe

�ðf� g; ½r��Þe � ð½r �; f��gÞe�;
and the stabilization terms are

Bsð ; �Þ ¼
X
e2Eh

½
eð½ �; ½��Þe þ �eð½r �; ½r��Þe�:

The positive stabilization parameters 
 and �, which are de¯ned at the mesh skeleton

Eh, taking the values 
e, �e for e 2 Eh, are ¯xed further ahead (see Lemma 5) in order

to weakly impose the boundary conditions and inter-element continuity, and also to

guarantee stability to the method.

Our next goal is to derive a discontinuous Galerkin formulation for the Reissner�
Mindlin problem that \recovers" (2.4) in the vanishing thickness limit. Assume that

the solution ðµ; !Þ is smooth, andmultiplying both sides of the ¯rst equation in (1.2) by

´ 2 H3ðKhÞ and integrating by parts over an element K, we get

aKðµ;´Þ þ ��2�ðµ�r!;´ÞK � ðC eðµÞn;´Þ@K ¼ 0; ð2:5Þ

where aKðµ;´Þ ¼
R
K
C eðµÞ : eð´Þ dx. In the same way, from the second equation

in (1.2), for any � 2 H 1ðKhÞ, we obtain

���2�ðµ�r!;r�ÞK þ ��2�ððµ�r!Þ � n; �Þ@K ¼ ðg; �ÞK :

To eliminate µ�r! in the second term of the above equation, we use the ¯rst equation

in (1.2), yielding

���2�ðµ�r!;r�ÞK þ ðdiv C eðµÞ � n; �Þ@K ¼ ðg; �ÞK : ð2:6Þ

Summing (2.5), (2.6) over all elements of the partition, and using (2.1), (2.2), we

have

ahðµ;´Þ þ ��2�ðµ�r!;´Þh þ
X
e2Eh

�ðCfeðµÞg; ½½´��Þe ¼ 0;

���2�ðµ�r!;r�Þh þ
X
e2Eh

ðfdiv C eðµÞg; ½��Þe ¼ ðg; �Þ;

where ahðµ;´Þ ¼ ðC eðµÞ : eð´ÞÞh. Finally, adding the symmetrization and penaliza-

tion terms, we obtain

ahðµ;´Þ þ ��2�ðµ�r!;´Þh þ
X
e2Eh

�ðCfeðµÞg; ½½´��Þe � ð½½µ��; Cfeð´ÞgÞe

þ ð½!�; fdiv C eð´ÞgÞe þ �eð½½µ��; ½½´��Þe ¼ 0;

���2�ðµ�r!;r�Þh þ
X
e2Eh

ðfdiv C eðµÞg; ½��Þe þ 
eð½!�; ½��Þe ¼ ðg; �Þ:

ð2:7Þ
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Equations (2.7) correspond to the critical point of the functional

1

2
ahð´;´Þ þ

X
e2Eh

�ðfC eð´Þg; ½½´��Þe þ
�e
2
ð½½´��; ½½´��Þe þ ð½��; fdiv C eð´ÞgÞe

�

þ 
e

2
ð½��; ½��Þe

�
þ ��2�ð´�r�;´�r�Þh � ðg; �Þ:

Calculating formally the limit of the last expression when �! 0, we get

1

2
ahðr�;r�Þ þ

X
e2Eh

�ðfC eðr�Þg; ½½r���Þe þ
�e
2
ð½½½r���; ½½r���Þe

�

þ ð½��; fdiv C eðr�ÞgÞe þ

e

2
ð½��; ½��Þe

�
� ðg; �Þ:

The variational formulation of the minimization problem for this functional is

ahðr!;r�Þ þ
X
e2Eh

½�ðfC eðr!Þg; ½½r���Þe � ð½½r!��; fC eðr�ÞgÞe

þ �eð½½r!��; ½½r���Þe þ ðfdiv C eðr!Þg; ½��Þe þ ð½!�; fdiv C eðr�ÞgÞe

þ 
eð½!�; ½��Þe� ¼ ðg; �Þ: ð2:8Þ

It follows from a piecewise integration by parts that the formulation (2.8), introduced

in this paper, recovers in the limit �! 0 a variant of the discontinuous Galerkin

formulation for biharmonic equation from Ref. 35. The di®erence here is in the way

the jump of the gradient of the displacement is penalized, cf. (2.4).

In this paper, we actually consider a more general, possibly nonsymmetric, for-

mulation, depending on the values of the parameters �1, �2 2 ½�1; 1�. Indeed, we have
that ðµ; !Þ 2 H3ðKhÞ �H 1ðKhÞ satisfy

Aðµ; !;´; �Þ ¼ ðg; �Þ; for all ð´; �Þ 2 H3ðKhÞ �H 1ðKhÞ; ð2:9Þ

where

Aðµ; !;´; �Þ ¼ ahðµ;´Þ þ ��2�ðµ�r!;´�r�Þh þ �1A1ð´; !Þ þ A1ðµ; �Þ
�A2ðµ;´Þ � �2A2ð´; µÞ þ A
ð!; �Þ þ A�ðµ;´Þ

and

A1ð´; !Þ ¼
X
e2Eh

ð½!�; fdiv C eð´ÞgÞe; A2ðµ;´Þ ¼
X
e2Eh

ðCfeðµÞg; ½½´��Þe;

A
ð!; �Þ ¼
X
e2Eh


eð½!�; ½��Þe; A�ðµ;´Þ ¼
X
e2Eh

�eð½½µ��; ½½´��Þe:

In case �1 ¼ �2 ¼ 1, the above formulation is symmetric.

Remark 2. The nonsymmetric case �1 ¼ �2 ¼ �1 yields a trivially coercive scheme,

independent of penalization parameters. On the other hand, the resulting formulation

is not adjoint consistent, and therefore produces suboptimal error estimates in L2
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norm (while the optimal error estimate in energy norm is maintained). This is

apparent in the numerical tests of Sec. 5.

3. Discontinuous Galerkin Finite Element Method

Let us denote by PpðKÞ the space of polynomials with total degree less than or equal

to p in K 2 Kh. We introduce the global discontinuous ¯nite element space as

S p;hðKhÞ ¼ fv 2 L2ð�Þ : vjK 2 PpðKÞ for all K 2 Khg:

To formulate our method let us choose p � 2, and the ¯nite element spaces £h ¼
S ðp�1Þ;hðKhÞ � S ðp�1Þ;hðKhÞ to approximate µ, and Wh ¼ S p;hðKhÞ to approximate !.

We de¯ne ðµh; !hÞ 2 £h �Wh such that

Aðµh; !h;´; �Þ ¼ ðg; �Þ; for all ð´; �Þ 2 £h �Wh: ð3:1Þ

Note that this formulation is consistent with Reissner�Mindlin problems (1.2) that

admit su±ciently smooth solutions, for example ðµ; !Þ 2 H3ð�Þ �H 1ð�Þ. In this

case, the Galerkin orthogonality

Aðµ� µh; !� !h;´; �Þ ¼ 0 for all ð´; �Þ 2 £h �Wh ð3:2Þ

holds.

Consider the following norm for ð´; �Þ 2 H3ðKhÞ �H 1ðKhÞ:

jjj´; �jjj2 ¼ jjeð´Þjj 20;h þ ��2jj´�r�jj20;h þ jj ffiffiffiffi
p ½��jj2� þ jj
ffiffiffi
�

p
½½´��jj2�

þ 1ffiffiffiffi



p fdiv C eð´Þg
����

����2

�

þ 1ffiffiffi
�

p fC eð´Þg
�����

�����
2

�

for p � 3, and

jjj´; �jjj2 ¼ jjeð´Þjj20;h þ ��2jj´�r�jj20;h þ jj
ffiffiffiffi



p
½��jj2� þ jj

ffiffiffi
�

p
½½´��jj2� þ

1ffiffiffi
�

p fC eð´Þg
�����

�����
2

�

;

for p ¼ 2.

It is readily seen that the bilinear form A is continuous in ðH3ðKhÞ �H 1ðKhÞÞ2
with respect to this norm.

Lemma 3. For a shape regular partition Kh, there exists a positive constant c such

that for all ððµ; !Þ; ð´; �ÞÞ 2 ðH3ðKhÞ �H 1ðKhÞÞ2,

jAðµ; !;´; �Þj � cjjjµ; !jjj jjj´; �jjj;

where c is independent of hK , K 2 Kh.

To show the coercivity of A in ð£h �WhÞ2 we recall the following inverse

inequalities.34
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Lemma 4. For a shape regular partition Kh, there exist constants c0 and c1 such that

jjvjj 20;@K � c0
hK

jjvjj20;K and jjrvjj20;@K � c1
h3
K

jjvjj 20;K ð3:3Þ

for all v 2 PpðKÞ and all K 2 Kh. The constants c0; c1 depend on the shape-regularity

constant, and on the approximation order p, but not on the element diameter hK .

Let us prove the coercivity of the bilinear form A in the discrete space. Note that

the dependence of penalization parameters on h must be in accordance with the

inverse inequalities above.

Lemma 5. Let Kh be a shape regular partition, where the estimate (3.3) holds, and

assume that the Lam�e coe±cients are uniformly bounded. Then there exist positive

constants �̂
, �̂� such that if �
 � �̂
, �� � �̂�, and


e ¼
�

h 3
e

; �e ¼
��
he

for e 2 Eh; ð3:4Þ

then there exists a positive constant � depending on c1, c0 and the Lam�e coe±cients,

such that

Aðµ; !; µ; !Þ � �jjjµ; !jjj2 for all ðµ; !Þ 2 £h �Wh: ð3:5Þ

Proof. We have to ¯nd � in such a way that the di®erence

Aðµ; !; µ; !Þ � �jjjµ; !jjj2 ¼ ahðµ; µÞ � �jjeðµÞjj20;h þ ��2ð1� �Þjjµ�r!jj20;h

þ ð1� �Þjj ffiffiffiffi
p ½!�jj2� þ ð1� �Þjj
ffiffiffi
�

p
½½µ��jj2� þ ð1þ �1Þð½!�; fdiv C eðµÞgÞ�

� �
1ffiffiffiffi



p fdiv C eðµÞg
����

����2

�

� ð1þ �2ÞðCfeðµÞg; ½½µ��Þ� � �
1ffiffiffi
�

p fC eðµÞg
�����

�����
2

�

is positive. It follows from (1.3) that

ahðµ; µÞ � �jjeðµÞjj20;h � ð�1 � �ÞjjeðµÞjj20;h:

Using that 2ab � ða2 þ b2=Þ, for any real numbers a and b and for any  > 0, we

have

ð½!�; fdiv C eðµÞgÞ� � � 1

21
jj
ffiffiffiffi



p
½!�jj2� �

1
2

1ffiffiffiffi



p fdiv C eðµÞg
����

����2

�

;

�ðCfeðµÞg; ½½µ��Þ� � � 1

22
jj
ffiffiffi
�

p
½½µ��jj 2� �

2
2

1ffiffiffi
�

p CfeðµÞg
�����

�����
2

�

;

where 1 and 2 will be chosen below. Putting all these inequalities together we have

Aðµ; !; µ; !Þ � �jjjµ; !jjj2

� ð�1 � �ÞjjeðµÞjj 20;h þ ��2ð1� �Þjjµ�r!jj20;h
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þ 1� � � 1

1

� �
jj
ffiffiffiffi



p
½!�jj2� þ 1� � � 1

2

� �
jj
ffiffiffi
�

p
½½µ��jj 2�

� ð1 þ �Þ 1ffiffiffiffi



p fdiv C eðµÞg
����

����2

�

� ð2 þ �Þ 1ffiffiffi
�

p fC eðµÞg
�����

�����
2

�

;

where we also used that �1 and �2 are bounded by one.

Using the penalization parameters (3.4), and the inverse inequalities (3.3), we

gather that there exist constants ĉ0, ĉ1 such that

1ffiffiffiffi



p fdiv C eðµÞg
����

����2

�

� ĉ1
�


jjeðµÞjj20;h;
1ffiffiffi
�

p fC eðµÞg
�����

�����
2

�

� ĉ0
��

jjeðµÞjj20;h:

Thus

Aðµ; !; µ; !Þ � �jjjµ; !jjj2

� �1 � � 1þ ĉ1
�


þ ĉ0
��

� �
� 1

ĉ1
�


� 2
ĉ0
��

� �
jjeðµÞjj20;h;

þ ��2ð1� �Þjjµ�r!jj20;h þ 1� � � 1

1

� �
jj ffiffiffiffi
p ½!�jj2�

þ 1� � � 1

2

� �
jj
ffiffiffi
�

p
½½µ��jj 2� ð3:6Þ

If �̂
, �̂� satisfy

ĉ1
�̂


þ ĉ0
�̂�

< �1;

then there exists 1 > 0, such that

1 < 1 < �1

ĉ1
�̂


þ ĉ0
�̂�

� ��1

:

Hence we get

1� 1

1
> 0; �1 � 1

c1
�̂


� 1
c0
�̂�

> 0: ð3:7Þ

Choosing 2 such that 1 < 2 < 1, we obtain

1� 1

2
> 0;

and from the second inequality in (3.7) we have

�1 � 1
c1
�̂


� 2
c0
�̂�

> 0:
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Let � > 0 be such that

� < min 1� 1

1
; 1� 1

2
; 1;

�1 � 1
c1
�̂


� 2
c0
�̂�

1þ c1
�̂


þ c0
�̂�

( )
:

Then for any �
 � �̂
, �� � �̂�, the terms

1� � � 1

1
; 1� � � 1

2
; 1� �; �1 � � 1þ ĉ1

�

þ ĉ0
��

� �
� 1

ĉ1
�


� 2
ĉ0
��

are all positive, and then the right-hand side of (3.6) is also positive, and our result

follows.

4. A Priori Error Analysis

Having continuity and coercivity of the bilinear form A in discrete spaces, we can

proceed with error analysis of the method using standard techniques. Let us denote

by ðµ; !Þ the exact solution of problem (1.2), and by ðµh; !hÞ its approximation, the

solution of (3.1). Next, let us denote by ðµ i; ! iÞ some interpolant of ðµ; !Þ in£h �Wh

(we will ¯x this interpolants later).

We start by decomposing the approximation errors as follows:

µ� µh ¼ ðµ� µ iÞ þ ðµ i � µhÞ � e i
µ � �µ;

!� !h ¼ ð!� ! iÞ þ ð! i � !hÞ � e i
! � �!:

Using the continuity and coercivity of the bilinear form, we readily get from the

Galerkin orthogonality (3.2) that

jjj�µ; �!jjj2 � �Að�µ; �!; �µ; �!Þ ¼ �Aðeiµ � µþ µh; e
i
! � !þ !h; �µ; �!Þ

¼ �Aðeiµ; ei!; �µ; �!Þ � �Aðµ� µh; !� !h; �µ; �!Þ
¼ �Aðeiµ; ei!; �µ; �!Þ � cjjje i

µ; e
i
!jjj jjj�µ; �!jjj;

and consequently,

jjj�µ; �!jjj � cjjjeiµ; ei!jjj:

This means that

jjjµ� µh; !� !hjjj � cjjje i
µ; e

i
!jjj; ð4:1Þ

and to estimate the error of the method it is enough to estimate the interpolation

error.

Proceeding as in Ref. 7 to choose appropriate interpolants, let us denote by �W the

natural projection ontoWh \H 1ð�Þ. For ! 2 Hpþ1ð�Þ, let ! i ¼ �W!. It follows then

from a well-known approximation estimate that for 0 � q � pþ 1, there exists a

constant c such that

!� ! i
�� ��

q;h � chpþ1�q !k kpþ1;� for all ! 2 Hpþ1ð�Þ: ð4:2Þ
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Consider now the rotated Brezzi�Douglas�Marini space BDMR
p�1 of degree

p� 1, i.e. the space of all piecewise polynomial vector ¯elds of degree at most p� 1

subject to inter-element continuity of the tangential components; obviously

BDMR
p�1 � £h. Let ¼£ denotes the natural projector of H1ð�Þ into BDMR

p�1. Note

that rWh  £h, and the following commutativity property of the projectors follows

from integration by parts:

¼£r! ¼ r�W!: ð4:3Þ

So, let µ i ¼ ¼£µ be the interpolator of µ 2 H1ð�Þ. De¯ning ° ¼ ��2ðµ�r!Þ as the
shear stress vector, and ° i ¼ ��2ðµ i �r! iÞ, it follows that

¼£° ¼ ��2¼£ðµ�r!Þ ¼ ��2ð¼£µ�r�W!Þ ¼ ��2ðµ i �r! iÞ ¼ ° i:

Thus, ° i interpolates °, and with this key condition, the next results for interpolation

error estimates holds.7 For 0 � s � l, and 1 � l � p

jjµ� µ ijjs;h � chl�sjjµjjl;� for all µ 2 Hlð�Þ; ð4:4Þ

jj° � ° ijjs;h � chl�sjj°jjl;� for all ° 2 Hlð�Þ: ð4:5Þ

The main result of this paper is the following.

Theorem 6. Let � � R2 be a polygonal convex domain and let Kh be a shape regular

partition on �. Assume that the penalization parameters 
 and � are such that

Að�; �; �; �Þ is coercive (according to Lemma 5). Assume also that the solution to (1.2)

satisfy ðµ; !Þ 2 Hpð�Þ �Hpþ1ð�Þ and that p � 2. Then ðµh; !hÞ 2 £h �Wh, solution

of discontinuous Galerkin ¯nite element method (3.1), satisfy

jjjµ� µh; !� !hjjj � chp�1 jjµjjp þ jj!jjpþ1 þ �jj°jjp�1

� �
; ð4:6Þ

where c does not depend on h or �.

Proof. From (4.1) we get

jjjµ� µh; !� !hjjj2 � cjjje i
µ; e

i
!jjj2 ¼ c jjeðe i

µÞjj20;h þ ��2jjeiµ �rei!jj20;h

 

þ jj ffiffiffiffi
p ½e i
!�jj 2� þ jj

ffiffiffi
�

p
½½eiµ��jj 2� þ

1ffiffiffiffi



p fdiv C eðeiµÞg
����

����2

�

þ 1ffiffiffi
�

p fC eðeiµÞg
�����

�����
2

�

!
;

so we have to estimate the terms on the right-hand side of the last inequality.

From (4.4) and (4.5) we obtain

jjeðeiµÞjj20;h � ch2p�2jjµjj2p;�;

��2jjeiµ �rei!jj 20;h ¼ �2jj° � ° ijj20;h � c�2h2p�2jj°jj2p�1;�:
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Next, using trace inequality (2.3), the de¯nitions of 
 and �, and the estimates (4.2),

(4.4) we gather that

jj
ffiffiffiffi



p
½e i
!�jj 2� ¼

X
e2Eh


ejj½ei!�jj2e

� c
X
K2Kh

h�3
K h�1

K jjei!jj 20;K þ hK jei!j21;K
� �

� ch2p�2jj!jj2pþ1;�;

jj
ffiffiffi
�

p
½½eiµ��jj 2� ¼

X
e2Eh

�ejj½½eiµ��jj 2e

� c
X
K2Kh

h�1
K h�1

K jjeiµjj20;K þ hK jeiµj21;K
� �

� ch2p�2jjµjj2p;�:

Similarly, using once again (2.3) and (4.2), we have

1ffiffiffiffi



p fdiv C eðeiµÞg
����

����2

�

¼
X
e2Eh

1


e

jjfdiv C eðeiµÞgjj2e

� c
X
K2Kh

h 3
Kðh�1

K jjeiµjj 22;K þ hK jeiµj23;KÞ

� ch2p�2jjµjj2p;�;

1ffiffiffi
�

p fC eðeiµÞg
�����

�����
2

�

¼
X
e2Eh

1

�e
fC eðeiµÞg
�� ��2

e

� c
X
K2Kh

hKðh�1
K jjeiµjj21;K þ hK je i

µj 22;KÞ

� ch2p�2jjµjj2p;�:

Combining the inequalities above we have (4.6).

Remark 7. Note that estimate (4.6) holds for any£h containingBDMR
p�1.

7 In fact,

in the proof of Theorem 6, it was enough that the projection ¼£ is well-de¯ned and

that (4.3) holds. Particular choices include the case where Wh has only continuous

functions, and the case of equal interpolation degree for all the unknowns, i.e.

£h ¼ S p;hðKhÞ � S p;hðKhÞ. This is particularly useful since using equal order inter-

polation for all spaces might make the computational implementation easier.

We proceed to consider an estimate in the norm

jjj�jjj 22;h ¼ jjrr�jj20;h þ jj
ffiffiffiffi



p
½��jj2� þ jj

ffiffiffi
�

p
½½r���jj2�:

The result follows from Theorem 6.
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Theorem 8. Under the assumptions of Theorem 6, it follows that there exists c such

that

jjj!� !hjjj2;h � cð1þ �h�1Þhp�1 jjµjjp þ jj!jjpþ1 þ �jj°jjp�1

� �
:

Proof. From the triangle inequality,

jjj!� !hjjj2;h � jjj!� ! ijjj2;h þ jjj! i � !hjjj2;h;

and jjj!� ! ijjj2;h � chp�1jj!jjpþ1 from the approximation inequality (4.2). It su±ces

now to bound jjj! i � !hjjj2;h. Adding and subtracting r´ and ´ for an arbitrary

´ 2 £h, and using again the triangle inequality, we gather that

jjj�jjj2;h � jjrðr� � ´Þjj0;h þ jjr´jj0;h þ jj ffiffiffiffi
p ½��jj 2�
þ jj

ffiffiffi
�

p
½½r� � ´��jj� þ jj

ffiffiffi
�

p
½½´��jj�:

Using the discrete Korn's inequality,4,7

jjr´jj0;h � c jjeð´Þjj0;h þ jj
ffiffiffi
�

p
½½´��jj�

	 

� cjjj´; �jjj;

the trace inequality (2.3), and the inverse inequality twice, we get

jjj�jjj2;h � c
1

h
jjr� � ´jj0;h þ jjj´; �jjj

� �
� c

�

h
þ 1

	 

jjj´; �jjj:

The result follows by taking ´ ¼ µi � µh and � ¼ !i � !h, and from Theorem 6.

5. Numerical Results

We consider now some numerical tests that display the performance of our method.

We start by adapting the solution given in Ref. 16, and it follows that

!1ðx; yÞ ¼
1

3
x3ðx� 1Þ3y3ðy� 1Þ3;

!2ðx; yÞ ¼ y3ðy� 1Þ3xðx� 1Þð5x2 � 5xþ 1Þ þ x3ðx� 1Þ3yðy� 1Þð5y2 � 5yþ 1Þ;

!ðx; yÞ ¼ !1ðx; yÞ � �2
8ð�þ �Þ
3ð2�þ �Þ !2ðx; yÞ;

�1ðx; yÞ ¼ y3ðy� 1Þ3x2ðx� 1Þ2ð2x� 1Þ;

�2ðx; yÞ ¼ x3ðx� 1Þ3y2ðy� 1Þ2ð2y� 1Þ;

solves (1.2) in � ¼ ð0; 1Þ � ð0; 1Þ with

g ¼ 4ð�þ �Þ�
3ð2�þ �Þ f12yðy� 1Þð5x2 � 5xþ 1Þ½2y2ðy� 1Þ2 þ xðx� 1Þð5y2 � 5yþ 1Þ�

þ 12xðx� 1Þð5y2 � 5yþ 1Þ½2x2ðx� 1Þ2 þ yðy� 1Þð5x2 � 5xþ 1Þ�g:

In our numerical simulations we set the Lam�e coe±cients � ¼ � ¼ 1.
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Implementing theDGmethod described above in the PZ environment,17 we proceed

to check the convergence of the scheme (3.1) for the symmetric (�1 ¼ �2 ¼ 1), and non-

symmetric (�1 ¼ �2 ¼ �1) cases. In both cases, we pick �
 ¼ ��e ¼ 10. We used

£h ¼ S p;hðKhÞ � S p;hðKhÞ. As noted in Remark 7, the converge rates obtained in

Theorem 6 are still valid under this choice.

We successively divide the domain using 22Lþ1 triangles. Thus, if eL denotes the

error at the level of re¯nement L, the rate of convergence for such level is given by

rL ¼ log
eL
eL�1

� ��
logð0:5Þ:

Figure 1 shows the error of the symmetric method for the vertical displacement at

the top, and for the rotation at the bottom, as a function of the re¯nement level for

p ¼ 2; 3 and for di®erent values of thicknesses �. The errors were in the L2 norm at

the left column, and the H 1 norm at the right column. The nonsymmetric version of

the method yields similar results. We observe that in the H 1 norm, the errors for all

approximation orders exhibit similar behavior for ! and µ, con¯rming that in fact the

Fig. 1. Errors in ! (top), and µ (bottom), with respect to the re¯nement level L. At the left we consider

the L2 norm, and at the right the H 1ðThÞ norm. All the results are for the symmetric formulation. We

considered p ¼ 2; 3 and � ¼ 10�1; 10�3; 10�6.
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constant in bound (4.6) does not depend on thickness �. Note that, in the H 1 norm,

the errors of approximation of vertical displacement is almost the same for all

thickness, for a given approximation order, and the rotation error is less uniform in �

(since the error corresponding to thickness � ¼ 10�1 is at least one order better),

indicating that the method approximates better the rotation for thicker plates.

Indeed, for thick plates, far from the asymptotic limit, the Reissner�Mindlin

equations behave as a \regular" second-order elliptic system. Since our numerical

tests use order p for the rotation, the convergence rates in H 1 are of the same order.

The errors in the L2 norm are signi¯cantly better than in the H 1 norm and exhibit a

similar behavior in respect to �. We stress that the results are locking free.

We now investigate the convergence rates for both the vertical displacements and

rotations. Table 1 contains the results for the symmetric formulation and in Table 2,

we display the convergence rates for the nonsymmetric formulation. Since the norm

jj � jj1;h is bounded from above by a constant time jjeð�Þjj0;h þ jj� � jj� (see Lemma 4.6 of

Ref. 4, and also the more general results of Ref. 12), from the theoretically predicted

rate of convergence for energy norm follows that the rate of convergence of the error

Table 1. Numerical convergence with the symmetric formulation and triangles.

e! with L2ðT hÞ e! with H 1ðT hÞ eµ with L2ðT hÞ eµ with H 1ðT hÞ

p rLn� �1 �2 �3 �1 �2 �3 �1 �2 �3 �1 �2 �3

2 2 2.4 1.0 1.0 1.5 0.8 0.8 2.1 0.8 0.8 1.3 0.6 0.6

3 3.2 1.0 1.0 1.9 0.9 0.9 3.1 0.9 0.9 1.8 0.6 0.6

4 3.3 1.6 1.4 1.9 1.5 1.3 3.3 1.5 1.3 1.9 1.0 1.0

3 2 4.0 2.8 2.7 2.6 2.2 2.2 3.8 2.2 2.1 2.4 1.3 1.2

3 4.2 3.2 3.1 2.9 2.9 2.8 4.1 2.9 2.8 2.8 1.8 1.7

4 4.1 3.9 3.6 3.0 3.5 3.3 4.0 3.5 3.3 2.9 2.1 2.1

4 2 4.2 3.5 3.5 3.0 3.0 3.0 4.6 3.0 3.0 3.5 2.0 2.0

3 4.8 5.0 4.8 3.8 4.0 3.9 4.8 4.1 3.9 3.8 2.9 2.8

4 4.7 5.8 5.4 3.9 4.3 4.2 3.8 4.4 4.2 2.9 3.2 3.1

Note: �1 ¼ 10�1, �2 ¼ 10�3 and �3 ¼ 10�6.

Table 2. Numerical convergence with the nonsymmetric formulation and triangles.

e! with L2ðT hÞ e! with H 1ðT hÞ eµ with L2ðT hÞ eµ with H 1ðT hÞ

p rLn� �1 �2 �3 �1 �2 �3 �1 �2 �3 �1 �2 �3

2 2 2.4 1.0 1.0 1.6 0.8 0.8 2.2 0.8 0.8 1.4 0.6 0.6

3 3.0 1.0 1.0 1.9 0.9 0.9 2.9 0.9 0.9 1.8 0.7 0.6

4 2.8 1.6 1.4 1.9 1.5 1.3 2.8 1.5 1.3 2.0 1.1 1.0

3 2 4.0 2.7 2.7 2.6 2.1 2.1 3.8 2.1 2.1 2.4 1.3 1.2

3 4.1 3.0 2.9 2.9 2.8 2.7 4.1 2.8 2.7 2.8 1.8 1.7

4 4.0 3.2 3.0 3.0 3.3 3.1 4.0 3.3 3.1 2.9 2.1 2.1

4 2 4.2 3.5 3.4 3.0 3.0 3.0 4.7 3.0 3.0 3.5 2.0 2.0

3 4.8 4.9 4.7 3.8 4.1 4.0 4.9 4.1 4.0 3.8 2.9 2.8

4 4.6 4.8 4.5 3.9 4.4 4.2 3.9 4.4 4.2 3.0 3.2 3.1

Note: �1 ¼ 10�1, �2 ¼ 10�3 and �3 ¼ 10�6.
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of rotation in the H 1 norm should be p� 1 in both formulations. This is clearly

con¯rmed by our numerical experiments as can be seen in the last column of both

Tables 1 and 2 that contain the results for eµ inH 1ðKhÞ norm. The convergence order

in L2 norm for the vertical displacement is approximately pþ 1; p > 2 for symmetric

version, that coincides with the similar results for biharmonic equation.35 We remark

also that for the nonsymmetric version these rates are reduced when compared to the

symmetric case. For all the other cases, both formulations display similar results for

all p. Finally, numerical tests for quadrilateral meshes yield convergence rates similar

to the ones presented here.

6. Conclusion

Comparing our scheme with that of Ref. 7, we note that their choice of interpolation

spaces are the same as ours, i.e. continuous or discontinuous polynomials of degree p

for Wh, and discontinuous polynomials of degree p� 1 for £h, with p � 2. Also, they

choose the space for the shear as being the same as the space for the rotation. We do

not need such space in our formulation.

Splitting their analysis in two separate cases, depending on whether Wh is con-

tinuous or not, the authors of Ref. 7 obtain that the rotation error, in a norm slightly

di®erent from ours, plus the thickness times of the L2 norm of the shear, is bounded

by chp�1ðjjµjjp;� þ �jj°jjp�1;�Þ if Wh is continuous, and bounded by chp�1ðjjµjjp;� þ
jj°jjp�1;�Þ if Wh is discontinuous. The undesirable term jj°jjp�1;� can be replaced if a

Helmholtz decomposition holds, and that is the case for p ¼ 2 and convex �. Thus,

for p ¼ 2 the estimate does not blow up with �.

On the other hand, our analysis is uni¯ed and does not require the Helmholtz

decomposition. Our own estimate for the rotation error behaves like chp�1ðjjµjjp;� þ
jj!jjpþ1;� þ �jj°jjp�1;�Þ in general. For p ¼ 2, at least for smooth domains,9 the term

jj!jj3;� can be uniformly bounded with respect to �.
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