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#### Abstract

We analyze approximation properties of dimension reduction models that are based on mixed principles. The problems of interest are elliptic PDEs in thin domains. The goal is to obtain estimates that take into account both the thickness of the domain and the order of the model. The techniques involved do not require the models to be energy minimizers, and are based on asymptotic expansions for the exact and model solutions. We obtain estimates in several norms and semi-norms, and also interior estimates (which disregards boundary layers).
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## 1. Introduction

The idea of taking advantage of the small thickness, and using dimension reduction to approximate PDEs that are posed in thin domains is quite attractive. In fact, it seems quite natural to pose and solve a modified problem in a region with one less dimension and then extend the reduced solution to the more general domain. Estimating how good such approximations is nontrivial.

There were several attempts to derive such modeling error estimates, but they often required the models to be of minimum energy type. ${ }^{21,24,27-29}$ To the best of our knowledge, the only exceptions were estimates based on the two energies principle,,${ }^{1,9,23,25}$ which works only for a few models, and yields estimates only in the energy norm. Such restriction did not allow for a more general analysis of hierarchical models based on mixed principles.

Arnold and Madureira ${ }^{3}$ investigated minimum energy models for a Poisson problem in thin plates, and described how the models converge as the thickness decreases, and as the models become more sophisticated. Here, we perform similar analysis, but this time the models do not minimize the potential energy, and therefore they are not Ritz projections of the exact solution. We choose our models
based on a mixed, or saddle point, principle. This is possible since, unlike previous analyses, we do not rely on the fact that the solution of the model is an energy minimizer. ${ }^{19}$

Consider the three-dimensional plate $P^{\varepsilon}=\Omega \times(-\varepsilon, \varepsilon)$, where $\Omega$ is a twodimensional smoothly bounded region and $\varepsilon<1$ is a small positive quantity. We denote the lateral boundary of the plate by $\partial P_{L}^{\varepsilon}=\partial \Omega \times(-\varepsilon, \varepsilon)$, and its top and bottom by $\partial P_{ \pm}^{\varepsilon}=\Omega \times\{-\varepsilon, \varepsilon\}$. Let $u^{\varepsilon} \in H^{1}\left(P^{\varepsilon}\right)$ be the weak solution of

$$
\begin{align*}
-\Delta u^{\varepsilon} & =f^{\varepsilon} & & \text { in } P^{\varepsilon} \\
\frac{\partial u^{\varepsilon}}{\partial n} & =g^{\varepsilon} & & \text { on } \partial P_{ \pm}^{\varepsilon},  \tag{1.1}\\
u^{\varepsilon} & =0 & & \text { on } \partial P_{L}^{\varepsilon}
\end{align*}
$$

where $f^{\varepsilon}: P^{\varepsilon} \rightarrow \mathbb{R}$ and $g^{\varepsilon}: P_{ \pm}^{\varepsilon} \rightarrow \mathbb{R}$.
There is an alternative way to characterize $u^{\varepsilon}$. Let $V\left(P^{\varepsilon}\right)=L^{2}\left(P^{\varepsilon}\right)$ and $\underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}\right)=\left\{\underline{\sigma} \in \underline{H}\left(\operatorname{div}, P^{\varepsilon}\right): \underline{\sigma} \cdot \underline{n}=g^{\varepsilon}\right.$ on $\left.\partial P_{ \pm}^{\varepsilon}\right\}$. Define $\underline{\sigma}^{\varepsilon}=\left({\underset{\sim}{\sigma}}^{\varepsilon}, \sigma_{3}^{\varepsilon}\right)=\underline{\nabla} u^{\varepsilon}$. Then, $\left(u^{\varepsilon}, \underline{\sigma}^{\varepsilon}\right)$ is the unique critical point of

$$
\mathcal{L}(v, \underline{\tau})=\frac{1}{2} \int_{P^{\varepsilon}}|\underline{\tau}|^{2} d \underline{x}^{\varepsilon}+\int_{P^{\varepsilon}} f^{\varepsilon} v d x^{\varepsilon}+\int_{P^{\varepsilon}} \operatorname{div} \underline{\tau} v d x^{\varepsilon}
$$

on $V\left(P^{\varepsilon}\right) \times \underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}\right)$. Actually, $\left(u^{\varepsilon}, \underline{\sigma}^{\varepsilon}\right)$ is a saddle point of $\mathcal{L}$.
We introduce now two classes of models based on the above variational principle. Choosing subspaces of $V\left(P^{\varepsilon}\right)$ and $\underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}\right)$ composed of functions with polynomial dependence in the transverse direction, and looking for a critical point of $\mathcal{L}$ within these subspaces, we define saddle point models which we call $\mathrm{SP}^{\prime}$ models. For a function $v \in L^{2}\left(P^{\varepsilon}\right)$, and an integer $p$, we $\operatorname{write} \operatorname{deg}_{3} v \leq p$ meaning that $v$ is a polynomial of degree at most $p$ in $x_{3}$, with coefficients in $L^{2}(\Omega)$. The interpretation for $\operatorname{deg}_{3} v<0$ is that $v=0$. For $V\left(P^{\varepsilon}, p\right)=\left\{v \in V\left(P^{\varepsilon}\right): \operatorname{deg}_{3} v \leq p\right\}$ and

$$
\underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}, p\right)=\left\{\underline{\tau} \in \underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}\right): \operatorname{deg}_{3} \underset{\sim}{\tau} \leq p, \operatorname{deg}_{3} \tau_{3} \leq p-1\right\}
$$

we have the $S P_{1}^{\prime}(p)$ models. Another option is to choose $\underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}, p\right)=\{\underline{\tau} \in$ $\left.\underline{S}_{g}\left(P^{\varepsilon}\right): \operatorname{deg}_{3} \underset{\sim}{\tau} \leq p, \operatorname{deg}_{3} \tau_{3} \leq p+1\right\}$, and we define the $\overline{S P}_{2}^{\prime}(p)$ models. The solutions of the models, $u^{\varepsilon}(p) \in V\left(P^{\varepsilon}, p\right)$ and $\underline{\sigma}^{\varepsilon}(p) \in \underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}, p\right)$ satisfy the weak equations

$$
\begin{array}{ll}
\int_{P^{\varepsilon}} \underline{\sigma}^{\varepsilon}(p) \cdot \underline{\tau} d \underline{x}^{\varepsilon}+\int_{P^{\varepsilon}} u^{\varepsilon}(p) \operatorname{div} \underline{\tau} d \underline{x}^{\varepsilon}=0 & \text { for all } \underline{\tau} \in \underline{S}_{0}\left(P^{\varepsilon}, p\right) \\
\int_{P^{\varepsilon}} \operatorname{div} \underline{\sigma}^{\varepsilon}(p) v d x^{\varepsilon}=-\int_{P^{\varepsilon}} f^{\varepsilon} v d \underline{x}^{\varepsilon} & \text { for all } v \in V\left(P^{\varepsilon}, p\right) \tag{1.3}
\end{array}
$$

Note that in both $\mathrm{SP}_{1}^{\prime}(p)$ and $\mathrm{SP}_{2}^{\prime}(p)$ models, $\operatorname{div} \underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}, p\right)=V\left(P^{\varepsilon}, p\right)$ and therefore, not only there exists a unique solution for (1.2), (1.3), but also $\operatorname{div} \sigma^{\varepsilon}(p)=$ $-\pi_{V} f^{\varepsilon}$, where $\pi_{V} f^{\varepsilon}$ is the orthogonal $L^{2}$ projection of $f^{\varepsilon}$ into $V\left(P^{\varepsilon}, p\right)$. This implies that $\sigma^{\varepsilon}(p)$ is the minimizer of the complementary energy

$$
\mathcal{J}_{c}(\underline{\tau})=\left.\frac{1}{2} \int_{P^{\varepsilon}} \underline{\mid \tau}\right|^{2} d \underline{x}
$$

over all $\underline{\tau} \in \underline{S}_{g^{\varepsilon}}\left(P^{\varepsilon}, p\right)$ such that $\operatorname{div} \underline{\tau}=-\pi_{V} f^{\varepsilon}$.

It is clear that by increasing $p$, we generate two families of hierarchical models, $\mathrm{SP}_{1}^{\prime}(p)$ and $\mathrm{SP}_{2}^{\prime}(p)$. We study here the more sophisticated $\mathrm{SP}_{2}^{\prime}(p)$ models. The simplest instance in this family, $\mathrm{SP}_{2}^{\prime}(1)$, follows. If

$$
\begin{aligned}
& u^{\varepsilon}(1)\left(\underline{x}^{\varepsilon}\right)=\omega_{0}(\underset{\sim}{x})+\omega_{1}\left({\underset{\sim}{x}}_{\sim}^{\varepsilon}\right) x_{3}^{\varepsilon}, \\
& \underline{\sigma}^{\varepsilon}(1)\left(\underline{x}^{\varepsilon}\right)=\binom{\underset{\sim}{\nabla} \omega_{0}\left({\underset{\sim}{x}}^{\varepsilon}\right)}{\varepsilon^{-1} g^{0} x_{3}^{\varepsilon}}+\binom{\nabla \omega_{1}\left({\underset{\sim}{x}}_{\sim}^{\varepsilon}\right) x_{3}^{\varepsilon}}{-\frac{5}{4}\left(\varepsilon^{-2} x_{3}^{\varepsilon 2}-1\right) \omega_{1}+\frac{1}{4}\left(5 \varepsilon^{-2} x_{3}^{\varepsilon 2}-1\right) g^{1}},
\end{aligned}
$$

then

$$
\begin{array}{rlrl}
\Delta_{2 D} \omega_{0}=-f^{0}-\varepsilon^{-1} g^{0}, & \frac{2}{3} \varepsilon^{2} \Delta_{2 D} \omega_{1}-\frac{5}{3} \omega_{1} & =-2 f^{1}-\frac{5}{3} g^{1} &  \tag{1.4}\\
\text { in } \Omega, \\
\omega_{0}=\omega_{1} & =0 & & \text { on } \partial \Omega,
\end{array}
$$

where $\Delta_{2 D}=\partial_{11}+\partial_{22}$ and

$$
\begin{array}{ll}
f^{0}(\underset{\sim}{x})=\frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} f^{\varepsilon}\left(\underset{\sim}{x^{\varepsilon}}, x_{3}^{\varepsilon}\right) d x_{3}^{\varepsilon}, & f^{1}(\underset{\sim}{x})=\frac{1}{2 \varepsilon} \int_{-\varepsilon}^{\varepsilon} f^{\varepsilon}\left({\underset{\sim}{x}}^{\varepsilon}, x_{3}^{\varepsilon}\right) x_{3}^{\varepsilon} d x_{3}^{\varepsilon}, \\
g^{0}(\underset{\sim}{x})=\frac{1}{2}\left[g^{\varepsilon}(\underset{\sim}{x}, \varepsilon)+g^{\varepsilon}(\underset{\sim}{x},-\varepsilon)\right], & g^{1}\left({\underset{\sim}{x}}^{\varepsilon}\right)=\frac{1}{2}\left[g^{\varepsilon}\left(\underset{\sim}{x^{\varepsilon}}, \varepsilon\right)-g^{\varepsilon}\left({\underset{\sim}{x}}^{\varepsilon},-\varepsilon\right)\right] .
\end{array}
$$

The two differential equations in (1.4) are independent of each other. We can express any function defined on $P^{\varepsilon}$ as a sum of its even and odd parts with respect to $x_{3}^{\varepsilon}$, in a unique way. The even parts of $f^{\varepsilon}, g^{\varepsilon}$ appear only in the equation for $\omega_{0}$, and the respective odd parts show up in the equation for $\omega_{1}$. Also, the equation determining $\omega_{1}$ is singularly perturbed, but this is not the case for the equation determining $\omega_{0}$. If higher order methods were used, we would have two independent singularly perturbed systems of equations, corresponding to the even and odd parts of $u^{\varepsilon}(p)$. A similar splitting also occurs for the linearly elastic isotropic and homogeneous plate, where the equations decouple into two independent problems corresponding to bending and stretching of the plate.

We denote by $\mathbb{P}_{p}(-a, a)$ the space of polynomials of degree $p$ in $(-a, a)$. Also, if $s$ is a real number and $D$ is an open domain, then $H^{s}(D)$ is the Sobolev space of order $s$, and $\dot{H}^{s}(D)$ is the closure in $H^{s}(D)$ of the set of smooth functions with compact support. We write $\hat{L}^{2}(-a, a)$ to indicate the set of square integrable functions with mean value zero in the domain $(-a, a)$, for a positive number $a$. For $m \in \mathbb{N}$ and a certain separable Hilbert space $E, H^{m}(D ; E)$ is the space of functions defined on $D$ with values in $E$ such that the $E$-norm of all partial derivatives of order less than or equal to $m$ are in $L^{2}(D)$. And $\mathcal{D}(D)$ denotes the space of $\mathcal{C}^{\infty}$ functions in $D$ with compact support, while $\mathcal{D}^{\prime}(D)$ is the space of distributions.

As we have already hinted, we use one underbar for 3 -vectors and one undertilde for 2 -vectors. We can then decompose 3 -vectors as follows:

$$
\underline{u}=\binom{\underset{\sim}{u}}{u_{3}}
$$

We denote a typical point in $P^{\varepsilon}$ by ${\underset{\sim}{x}}^{\varepsilon}=\left(\underset{\sim}{x}{ }^{\varepsilon}, x_{3}^{\varepsilon}\right)$, with $\underset{\sim}{x}{ }^{\varepsilon}=\left(x_{1}^{\varepsilon}, x_{2}^{\varepsilon}\right) \in \Omega$.

The goal of this work is to estimate the modeling error, and we do so by comparing the asymptotic expansions of $u^{\varepsilon}$ and $u^{\varepsilon}(p)$. The expansion for $u^{\varepsilon}$ was carefully developed in the work of Arnold and Madureira, ${ }^{3}$ and we summarize the main results in Sec. 2. In this same section, we develop the expansion for $u^{\varepsilon}(p)$, and present related estimates. In Sec. 3 we obtain the modeling errors in several norms. Finally, in the Appendix, we deal with issues related to approximation properties at the boundary layers present in the solution of (1.1).

## 2. Asymptotic Expansions

To introduce the asymptotic expansion for $u^{\varepsilon}$, some notation is necessary. For each point $\underline{x}^{\varepsilon}$ in $P^{\varepsilon}$ we assign a point $\underline{x}=\left(\underset{\sim}{x}, x_{3}\right)=\left(\underset{\sim}{x}{\underset{\sim}{\varepsilon}}^{\varepsilon}, \varepsilon^{-1} x_{3}^{\varepsilon}\right)$ in the $\varepsilon$-independent plate $\bar{P}=\Omega \times(-1,1)$. We also define $\left.\partial \tilde{P}_{L}=\partial \Omega \times \tilde{( }-1,1\right)$ and $\partial P_{ \pm}=\Omega \times\{-1,1\}$. In this new domain, we define $f(\underline{x})=f^{\varepsilon}\left(\underline{x}^{\varepsilon}\right)$ and $g(\underline{x})=\varepsilon^{-1} g^{\varepsilon}\left(\underline{x}^{\varepsilon}\right)$.

It is possible to formally expand $u^{\varepsilon}$ in the power series

$$
u^{\varepsilon}\left(\underline{x}^{\varepsilon}\right) \sim \sum_{k=0}^{\infty} \varepsilon^{2 k} u^{2 k}\left({\underset{\sim}{x}}^{\varepsilon}, \varepsilon^{-1} x_{3}^{\varepsilon}\right)-\chi(\rho) \sum_{k=2}^{\infty} \varepsilon^{k} \tilde{U}^{k}\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right) .
$$

The leading term $u^{0}\left(\underline{x}^{\varepsilon}\right)=\zeta^{0}\left({\underset{\sim}{x}}^{\varepsilon}\right)$, where

$$
\begin{align*}
\Delta_{2 D} \zeta^{0}(\underset{\sim}{x}) & =-\frac{1}{2} \int_{-1}^{1} f\left(\underset{\sim}{x}, x_{3}\right) d x_{3}-\frac{1}{2}[g(\underset{\sim}{x}, 1)+g(\underset{\sim}{x},-1)],  \tag{2.1}\\
\zeta^{0} & =0 \quad \text { on } \partial \Omega
\end{align*}
$$

For all $\underset{\sim}{x} \in \Omega$,

$$
\begin{align*}
\partial_{33} u^{2} & =-f-\Delta_{2 D} u^{0}, \quad \text { in }(-1,1), \\
\int_{-1}^{1} u^{2}\left(\underset{\sim}{x}, x_{3}\right) d x_{3} & =0, \quad \partial_{3} u^{2}(\underset{\sim}{x},-1)=-g(\underset{\sim}{x},-1), \quad \partial_{3} u^{2}(\underset{\sim}{x}, 1)=g(\underset{\sim}{x}, 1) . \tag{2.2}
\end{align*}
$$

Similarly, for $k>1$,

$$
\begin{align*}
\partial_{33} u^{2 k} & =-\Delta_{2 D} u^{2 k-2}, \quad \text { in }(-1,1), \\
\left.\int_{-1}^{1} u^{2 k} \underset{\sim}{x}, x_{3}\right) d x_{3} & =0, \quad \partial_{3} u^{2 k}(\underset{\sim}{x},-1)=\partial_{3} u^{2 k}(\underset{\sim}{x}, 1)=0 . \tag{2.3}
\end{align*}
$$

The functions $\tilde{U}^{k}$ are boundary correctors, functions that decay exponentially fast away from the lateral boundary, indicating the presence of boundary layers in the original solution. These functions are defined only close to the lateral boundary $\partial P_{L}^{\varepsilon}$, and can be expressed in a simpler form if we use a local coordinate system. So, we indicate a point ${\underset{\sim}{x}}^{\varepsilon}$ close enough to $\partial \Omega$ by $(\rho, \theta)$, where $\rho<\rho_{0}$ is the distance between $\underset{\sim}{x}$ and $\partial \Omega, \rho_{0}$ is a positive number smaller than the minimum radius of curvature, and $\theta$ gives roughly the arclength along the boundary. ${ }^{2,3,9}$ The boundary
correctors $\tilde{U}^{k}$ are originally defined in the semi-infinite strip $\Sigma=\mathbb{R}^{+} \times(-1,1)$, as the solutions of

$$
\begin{align*}
\left(\partial_{\tilde{\rho} \tilde{\rho}}+\partial_{33}\right) \tilde{U}^{k} & =F_{k} & & \text { in } \Sigma, \\
\frac{\partial \tilde{U}^{k}}{\partial n} & =0 & & \text { on } \mathbb{R}^{+} \times\{-1,1\}  \tag{2.4}\\
\tilde{U}^{k}\left(0, \theta, x_{3}\right) & =u^{k}\left(0, \theta, x_{3}\right) & & \text { for } x_{3} \in(-1,1)
\end{align*}
$$

where

$$
\begin{aligned}
a_{1}^{j} & =-[\kappa(\theta)]^{j+1}, \quad a_{2}^{j}=(j+1)[\kappa(\theta)]^{j}, \quad a_{3}^{j}=\frac{j(j+1)}{2}[\kappa(\theta)]^{j-1} \kappa^{\prime}(\theta), \\
F_{k} & =\sum_{j=0}^{k-2} \tilde{\rho}^{j}\left(a_{1}^{j} \partial_{\tilde{\rho}} \tilde{U}^{k-j-1}+a_{2}^{j} \partial_{\theta \theta} \tilde{U}^{k-j-2}+a_{3}^{j} \partial_{\theta} \tilde{U}^{k-j-2}\right),
\end{aligned}
$$

with the convention that $u^{k}=0$ for $k$ odd and $\tilde{U}^{0}=\tilde{U}^{1}=0$.
Finally, $\chi(\rho)$ is a smooth cutoff function identically one for $0 \leq \rho \leq \rho_{0} / 3$ and zero for $\rho \geq 2 \rho_{0} / 3$. The introduction of $\chi$ allows the definition of the boundary correctors on all $P^{\varepsilon}$, and only adds an error that decays exponentially with $\varepsilon^{-1}$.

We begin to compile several results that are useful. The proofs can be found elsewhere. ${ }^{3,19}$ First we bound Sobolev norms for some terms in the asymptotic expansion. These bounds follow immediately from regularity results for Eqs. (2.1)(2.3). We denote by lowercase $c$ a generic constant (not necessarily the same in all occurrences) which is independent not only of $\varepsilon$ and $p$, but also of $f$ and $g$, while we use uppercase $C$ when the constant may depend on $f$ and $g$, more precisely on Sobolev norms of $f$ and $g$, but not $\varepsilon$ and $p$. Also,

$$
\|v\|_{(m, n, P)}=\|v\|_{H^{m}\left(\Omega ; H^{n}(-1,1)\right)}, \quad\|(f, g)\|_{m, P}=\|f\|_{(m, 0, P)}+\|g\|_{H^{m}\left(\partial P_{ \pm}\right)} .
$$

Lemma 2.1. Suppose that $f$ and $g$ are smooth functions on $P$ and $\partial P_{ \pm}$, respectively. Then the functions $u^{0}, u^{2}, \ldots$ on $P$ are uniquely determined by (2.1)-(2.3), and $u^{0}(\underline{x})=\zeta^{0}(\underset{\sim}{x})$ is independent of $x_{3}$. Moreover, for $m$ a non-negative integer and $s$ a real number such that $s \geq 2$, there exists a constant $c$ independent of $f$ and $g$ such that

$$
\begin{align*}
\left\|\zeta^{0}\right\|_{H^{m+1}(\Omega)} & \leq c\| \|(f, g) \|_{m-1, P}, \\
\left\|u^{2}(\underset{\sim}{x}, \cdot)\right\|_{H^{s}(-1,1)} & \leq c\left(\|f(\underset{\sim}{x}, \cdot)\|_{H^{s-2}(-1,1)}+|g(\underset{\sim}{x},-1)|+|g(\underset{\sim}{x}, 1)|\right),  \tag{2.5}\\
\left\|u^{2}\right\|_{(m, s, P)} & \leq c\left(\|f\|_{(m, s-2, P)}+\|g\|_{H^{m}\left(\partial P_{ \pm}\right)}\right)
\end{align*}
$$

Next we estimate the $H^{1}\left(P^{\varepsilon}\right)$ norm of the difference between the truncated asymptotic expansions and the exact solution.

Theorem 2.1. For any positive integer $N$, there exists a constant $C$ such that the difference between the truncated asymptotic expansion and the original solution measured in the original domain is bounded as follows:

$$
\left\|e_{0}\right\|_{H^{1}\left(P^{\varepsilon}\right)} \leq C \varepsilon^{3 / 2}, \quad\left\|e_{2 N}\right\|_{H^{1}\left(P^{\varepsilon}\right)} \leq C \varepsilon^{2 N+1}
$$

where

$$
e_{2 N}^{\varepsilon}\left(\underline{x}^{\varepsilon}\right)=u^{\varepsilon}\left(\underline{x}^{\varepsilon}\right)-\sum_{k=0}^{N} \varepsilon^{2 k} u^{2 k}\left({\underset{\sim}{x}}^{\varepsilon}, \varepsilon^{-1} x_{3}^{\varepsilon}\right)+\chi(\rho) \sum_{k=2}^{2 N} \varepsilon^{k} \tilde{U}^{k}\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right) .
$$

We start now to develop the asymptotic expansion for the model solution. For the $\mathrm{SP}_{2}^{\prime}(p)$ methods, the relation $\sigma^{\varepsilon}(p)=\underline{\nabla} u^{\varepsilon}(p)$ does not hold in general and so we will develop asymptotic expansions for $u^{\bar{\varepsilon}}(p)$ and $\sigma_{-}^{\varepsilon}(p)$ simultaneously. We start by rewriting Eqs. (1.2) and (1.3) in the scaled domain $P$. Define

$$
\begin{align*}
u(p)(\underline{x}) & =u^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right), \quad \underset{\sim}{\sigma}(p)(\underline{x})={\underset{\sim}{\sigma}}^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right), \quad \sigma_{3}(p)(\underline{x})=\varepsilon \sigma_{3}^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right), \\
V(P, p) & =\left\{v \in L^{2}(P): \operatorname{deg}_{3} v \leq p\right\}, \\
\underline{S}_{g}(P, p) & =\left\{\underline{\tau} \in \underline{\mathcal{D}}^{\prime}(P): \underline{\tau} \in \underline{L}^{2}(P), \operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3} \in L^{2}(P),\right.  \tag{2.6}\\
\underline{\tau} \cdot \underline{n} & \left.=g \text { on } \partial P_{ \pm}, \operatorname{deg}_{3} \underset{\sim}{\tau} \leq p, \operatorname{deg}_{3} \tau_{3} \leq p+1\right\} .
\end{align*}
$$

Then $u(p) \in V(P, p)$ and $\underline{\sigma}(p) \in \underline{S}_{\varepsilon^{2} g}(P, p)$ satisfy

$$
\begin{align*}
& \int_{P} \sigma(p) \cdot \underset{\sim}{\tau}+\varepsilon^{-2} \sigma_{3}(p) \tau_{3} d \underline{x}+\int_{P} u(p)\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) d \underline{x}=0 \\
&  \tag{2.7}\\
& \quad \text { for all } \underline{\tau} \in \underline{S}_{0}(P, p) \\
& \int_{P}\left[\operatorname{div} \underset{\sim}{\sigma}(p)+\varepsilon^{-2} \partial_{3} \sigma_{3}(p)\right] v d \underline{x}=-\int_{P} f v d \underline{x} \quad \text { for all } v \in V(P, p) .
\end{align*}
$$

Consider the asymptotic expansions

$$
\begin{align*}
& u^{0}(p)+\varepsilon^{2} u^{2}(p)+\varepsilon^{4} u^{4}(p)+\cdots  \tag{2.8}\\
& \underline{\sigma}^{0}(p)+\varepsilon^{2} \underline{\sigma}^{2}(p)+\varepsilon^{4} \underline{\sigma}^{4}(p)+\cdots
\end{align*}
$$

where $u^{2 k}(p) \in L^{2}(P)$ for any positive integer $k$. Also $\underline{\sigma}^{0}(p)$ and $\underline{\sigma}^{2 k}(p) \in \underline{S}_{0}(P, p)$ for integers $k \geq 2$, and $\underline{\sigma}^{2}(p) \in \underline{S}_{g}(P, p)$. Then, after the formal process of substituting (2.8) into (2.7) and grouping together terms with the same powers of $\varepsilon$, for $k \in \mathbb{N}$ we ask that

$$
\begin{align*}
& \int_{P}{\underset{\sigma}{\sigma}}^{2 k-2}(p) \cdot \underset{\sim}{\tau}+\sigma_{3}^{2 k}(p) \tau_{3} d \underline{x}+\int_{P}\left[u^{2 k-2}(p) \operatorname{div} \underset{\sim}{\tau}+u^{2 k}(p) \partial_{3} \tau_{3}\right] d \underline{x}=0 \\
& \text { for all } \underline{\tau} \in \underline{S}_{0}(P, p),  \tag{2.9}\\
& \int_{P}\left[\operatorname{div}{\underset{\sim}{\sim}}_{\sim}^{2 k-2}(p)+\partial_{3} \sigma_{3}^{2 k}(p)\right] v d \underline{x}=-\delta_{k 1} \int_{P} f v d \underline{x} \quad \text { for all } v \in V(P, p), \tag{2.10}
\end{align*}
$$

where we define $u^{-2}=0, \sigma^{-2}=0$.
We now determine $u^{2 \bar{k}}(p), \sigma^{2 k}(p)$. First, set $k=0$. From Eq. (2.10) we find that $\partial_{3} \sigma_{3}^{0}(p)=0$. As $\sigma^{0}(p) \in \bar{S}_{0}(P, p)$, then $\sigma_{3}^{0}(p)=0$. From (2.9), we see that $u^{0}(p)$ is independent of $x_{3}$. Making $k=1$ and using (2.9) with $\tau_{3}=0$, it follows that ${\underset{\sim}{~}}^{0}(p)=\underset{\sim}{\nabla} u^{0}(p)$. From the compatibility condition of $(2.10), u^{0}(p)(\underline{x})=\zeta^{0}(\underset{\sim}{x})$, see $(\tilde{2} .1)$. If we proceed with the argument, and with $\underset{\sim}{x} \in \Omega$ as a parameter, we find that $u^{2}(p)(\underset{\sim}{x}, \cdot) \in \hat{\mathbb{P}}_{p}(-1,1)$, the space of polynomials of degree $p$ in $(-1,1)$ with
zero average. Also, $\sigma_{3}^{2}(p)(\underset{\sim}{x}, \cdot) \in \mathbb{P}_{p+1}(-1,1)$ with $\left.\sigma_{3}^{2}(p) \underset{\sim}{x},-1\right)=-g(\underset{\sim}{x},-1)$ and $\sigma_{3}^{2}(p)(\underset{\sim}{x}, 1)=g(\underset{\sim}{x}, 1)$ should satisfy

$$
\begin{align*}
& \int_{-1}^{1} \sigma_{3}^{2}(p)\left(\underset{\sim}{x}, x_{3}\right) \tau_{3}\left(x_{3}\right) d x_{3}+\int_{-1}^{1} u^{2}(p)\left(\underset{\sim}{x}, x_{3}\right) \partial_{3} \tau_{3}\left(x_{3}\right) d x_{3}=0 \\
& \text { for all } \tau_{3} \in \stackrel{\circ}{\mathbb{P}}_{p+1}(-1,1) \text {, } \\
& \left.\int_{-1}^{1} \partial_{3} \sigma_{3}^{2}(p) \underset{\sim}{x}, x_{3}\right) v\left(x_{3}\right) d x_{3}=-\int_{-1}^{1}\left[f\left(\underset{\sim}{x}, x_{3}\right)+\Delta_{2 D} \zeta^{0}(\underset{\sim}{x})\right] v\left(x_{3}\right) d x_{3}  \tag{2.11}\\
& \text { for all } v \in \hat{\mathbb{P}}_{p}(-1,1) \text {, } \\
& {\underset{\sim}{\sigma}}^{2}(p)=\underset{\sim}{\nabla} u^{2}(p),
\end{align*}
$$

where $\stackrel{\circ}{\mathbb{P}}_{p+1}(-1,1)=\mathbb{P}_{p+1}(-1,1) \cap \stackrel{\circ}{H}^{1}(-1,1)$. Also, for any integer $k \geq 2$, we define $\sigma_{3}^{2 k}(p)(\underset{\sim}{x}, \cdot) \in \stackrel{\circ}{\mathbb{P}}_{p+1}(-1,1)$ and $u^{2 k}(p)(\underset{\sim}{x}, \cdot) \in \hat{\mathbb{P}}_{p}(-1,1)$ by imposing

$$
\begin{gather*}
\int_{-1}^{1} \sigma_{3}^{2 k}(p)\left(\underset{\sim}{x}, x_{3}\right) \tau_{3}\left(x_{3}\right) d x_{3}+\int_{-1}^{1} u^{2 k}(p)\left(\underset{\sim}{x}, x_{3}\right) \partial_{3} \tau_{3}\left(x_{3}\right) d x_{3}=0 \\
\quad \text { for all } \tau_{3} \in \stackrel{冂}{\mathbb{P}}_{p+1}(-1,1), \\
\int_{-1}^{1} \partial_{3} \sigma_{3}^{2 k}(p)\left(\underset{\sim}{x}, x_{3}\right) v\left(x_{3}\right) d x_{3}=-\int_{-1}^{1} \Delta_{2 D} u^{2 k-2}(p)\left(\underset{\sim}{x}, x_{3}\right) v\left(x_{3}\right) d x_{3}  \tag{2.12}\\
\quad \text { for all } v \in \hat{\mathbb{P}}_{p+1}(-1,1), \\
{\underset{\sim}{\sim}}^{2 k}(p)=\underset{\sim}{\nabla} u^{2 k}(p) .
\end{gather*}
$$

Note from (2.2) that $u^{2}(p)(\underset{\sim}{x}, \cdot)$, and $\sigma_{3}^{2}(p)(\underset{\sim}{x}, \cdot)$ are mixed approximations for $u^{2}(\underset{\sim}{x}, \cdot)$, and $\partial_{3} u^{2}(\underset{\sim}{x}, \cdot)$, with $\underset{\sim}{x} \in \Omega$ as a parameter.

Equation (2.9) imposes, as a natural condition, that $u(p)$ vanishes on $\partial P_{L}$. Nevertheless, this boundary condition is not being imposed for the terms of the asymptotic expansion, with the exception of $u^{0}(p)$. Thus, in general, $u^{2 k}(p)$ does not vanish on $\partial P_{L}$, for $k \geq 1$. We seek then a pair of correctors $U(p), \Xi(p)$ such that

$$
\begin{gather*}
\int_{P} \underset{\sim}{\Xi}(p) \cdot \underset{\sim}{\tau}+\varepsilon^{-2} \Xi_{3}(p) \tau_{3}+U(p)\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) d \underline{x}=\int_{\partial P_{L}} U_{0} \underset{\sim}{\tau} \cdot \underset{\sim}{n} d \underset{\sim}{x} d x_{3} \\
\quad \text { for all } \underline{\tau} \in{\underset{\sim}{S}}_{0}(P, p),  \tag{2.13}\\
\int_{P}\left[\operatorname{div} \underset{\sim}{\Xi}(p)+\varepsilon^{-2} \partial_{3} \Xi_{3}(p)\right] v d \underline{x}=0 \quad \text { for all } v \in V(P, p), \\
U_{0} \sim \varepsilon^{2} u^{2}(p)+\varepsilon^{4} u^{4}(p)+\cdots .
\end{gather*}
$$

We rewrite the singular perturbation problem (2.13) using the horizontal boundaryfitted coordinates $(\rho, \theta)$ in the region

$$
\Omega_{b}=\left\{\underset{\sim}{z}-\rho \underset{\sim}{n}: \underset{\sim}{z} \in \partial \Omega, 0<\rho<\rho_{0}\right\},
$$

where $\rho_{0}$ is a positive number smaller than the minimum radius of curvature of $\partial \Omega$. The normal and tangential vectors to $\partial \Omega$ extend naturally to $\Omega_{b}$ by

$$
\begin{equation*}
\underset{\sim}{n}(\rho, \theta)=\underset{\sim}{n}(\theta), \quad \underset{\sim}{s}(\rho, \theta)=\underset{\sim}{s}(\theta), \tag{2.14}
\end{equation*}
$$

and the quantities

$$
\begin{align*}
\Xi_{n}(p)\left(\underline{x}^{\varepsilon}\right) & =\underset{\sim}{\Xi}(p)\left(\underline{x}^{\varepsilon}\right) \cdot \underset{\sim}{n}\left({\underset{\sim}{x}}^{\varepsilon}\right), & \Xi_{s}(p)\left(\underline{x}^{\varepsilon}\right)=\underset{\sim}{\Xi}(p)\left(\underline{x}^{\varepsilon}\right) \cdot \underset{\sim}{\underset{\sim}{s}}\left({\underset{\sim}{x}}^{\varepsilon}\right), \\
\tau_{n}(p)\left(\underline{x}^{\varepsilon}\right) & =\underset{\sim}{\tau}(p)\left(\underline{x}^{\varepsilon}\right) \cdot \underset{\sim}{n}\left({\underset{\sim}{x}}^{\varepsilon}\right), & \tau_{s}(p)\left(\underline{x}^{\varepsilon}\right)=\underset{\sim}{\tau}(p)\left(\underline{x}^{\varepsilon}\right) \cdot \underset{\sim}{x}\left(x^{\varepsilon}\right), \tag{2.15}
\end{align*}
$$

are then well defined in $\Omega_{b}$. A long but straightforward computation shows that

$$
\operatorname{div} \Xi(p)=\partial_{\rho} \Xi_{n}(p)+\frac{\partial_{\theta} \Xi_{s}(p)}{J}-\frac{\kappa}{J} \Xi_{n}(p),
$$

where $J(\rho, \theta)=1-\rho \kappa(\theta)$, and $\kappa$ is the curvature of $\partial \Omega$. Next, we use the "stretched" (in the normal and vertical directions) variables ( $\tilde{\rho}, \theta, x_{3}$ ), where $\tilde{\rho}=\varepsilon^{-1} \rho$, to pose an $\varepsilon$-independent sequence of corrector problems, and define

$$
\begin{align*}
& \tilde{U}(p)\left(\tilde{\rho}, \theta, x_{3}\right)=U(p)\left(\rho, \theta, x_{3}\right),  \tag{2.16}\\
& \tilde{\Xi}_{n}(p)\left(\tilde{\rho}, \theta, x_{3}\right)=\varepsilon \Xi_{n}(p)\left(\rho, \theta, x_{3}^{\varepsilon}\right), \\
& \tilde{\Xi}_{s}(p)\left(\tilde{\rho}, \theta, x_{3}\right)=\Xi_{s}(p)\left(\rho, \theta, x_{3}^{\varepsilon}\right),
\end{align*} \quad \tilde{\Xi}_{3}(p)\left(\tilde{\rho}, \theta, x_{3}\right)=\varepsilon \Xi_{3}(p)\left(\rho, \theta, x_{3}^{\varepsilon}\right) . ~ \$
$$

Similar definitions hold for $\tilde{\tau}_{n}, \tilde{\tau}_{s}$ and $\tilde{\tau}_{3}$. The motivation for multiplying $\Xi_{n}(p)$ and $\Xi_{3}(p)$ by $\varepsilon$ is that we expect them to "behave" as $\varepsilon^{-1}$, after all they approximate $\partial_{\rho} \tilde{U}$ and $\partial_{3} \tilde{U}$ in $P^{\varepsilon}$. The combination of the above described transformations leads to

$$
\begin{aligned}
& \int_{\tilde{Q}}\left[\varepsilon^{-2} \tilde{\Xi}_{n}(p) \tilde{\tau}_{n}+\tilde{\Xi}_{s}(p) \tilde{\tau}_{s}+\varepsilon^{-2} \tilde{\Xi}_{3}(p) \tilde{\tau}_{3}+\tilde{U}(p)\left(\varepsilon^{-2} \partial_{\tilde{\rho}} \tilde{\tau}_{n}+\frac{\partial_{\theta} \tilde{\tau}_{s}}{J}+\varepsilon^{-2} \partial_{3} \tilde{\tau}_{3}\right)\right] J \\
& \quad-\varepsilon^{-1} \kappa \tilde{U}(p) \tilde{\tau}_{n} d \tilde{Q}=\int_{0}^{2 \pi} \int_{-1}^{1} U_{0}(p)\left(0, \theta, x_{3}\right) \tilde{\tau}_{n}\left(0, \theta, x_{3}\right) d x_{3} d \theta \\
& \int_{\tilde{Q}}\left[\varepsilon^{-2} \partial_{\tilde{\rho}} \tilde{\Xi}_{n}(p)+\frac{\partial_{\theta} \tilde{\Xi}_{s}(p)}{J}+\varepsilon^{-2} \partial_{3} \tilde{\Xi}_{3}-\varepsilon^{-1} \frac{\kappa}{J} \tilde{\Xi}_{n}(p)\right] v J d \tilde{Q}=0
\end{aligned}
$$

where $\tilde{Q}=\mathbb{R}^{+} \times(0,2 \pi) \times(-1,1)$ is a semi-infinite quadrilateral domain with the union of its top and bottom boundaries given by $\partial \tilde{Q}_{ \pm}=\mathbb{R}^{+} \times(0,2 \pi) \times\{-1,1\}$, and

$$
\begin{aligned}
& \tilde{\tilde{\tau}} \in\left\{\underline{\tau} \in \underline{H}(\operatorname{div}, \tilde{Q}): \tau_{3}=0 \text { on } \partial \tilde{Q}_{ \pm}, \operatorname{deg}_{3} \tau \leq p, \operatorname{deg}_{3} \tau_{3} \leq p+1\right\}, \\
& v \in\left\{L^{2}(\tilde{Q}): \operatorname{deg}_{3} v \leq p\right\} .
\end{aligned}
$$

Replacing $\tilde{\tau}_{n}$ by $\tilde{\tau}_{n} / J, \tilde{\tau}_{3}$ by $\tilde{\tau}_{3} / J$ and $v$ by $v / J$, using the Taylor series of $1 / J$, and formally substituting

$$
\begin{aligned}
\tilde{U}(p) & \sim \varepsilon^{2} \tilde{U}^{2}(p)+\varepsilon^{3} \tilde{U}^{3}(p)+\varepsilon^{4} \tilde{U}^{4}(p)+\cdots, \\
\tilde{\Xi}(p) & \sim \varepsilon^{2} \tilde{\Xi}^{2}(p)+\varepsilon^{3} \tilde{\Xi}^{3}(p)+\varepsilon^{4} \tilde{\Xi}^{4}(p)+\cdots,
\end{aligned}
$$

we arrive at the following sequence of problems, parametrized by $\theta \in \mathbb{R} / L$ and defined in the semi-infinite strip $\Sigma$ :

$$
\begin{align*}
& \int_{\Sigma} \tilde{\Xi}_{n}^{k}(p) \tilde{\tau}_{n}+\tilde{\Xi}_{3}^{k}(p) \tilde{\tau}_{3}+\tilde{U}^{k}(p)\left(\partial_{\tilde{\rho}} \tilde{\tau}_{n}+\partial_{3} \tilde{\tau}_{3}\right) d \tilde{\rho} d x_{3} \\
& =-\int_{-1}^{1} u^{k}(p)\left(0, \theta, x_{3}\right) \tilde{\tau}_{n}\left(0, x_{3}\right) d x_{3} \quad \text { for all } \underset{\sim}{\tau} \in \underset{\sim}{S}(\Sigma, p), \\
& \int_{\Sigma}\left[\partial_{\tilde{\rho}} \tilde{\Xi}_{n}^{k}(p)+\partial_{3} \tilde{\Xi}_{3}^{k}(p)\right] v d \tilde{\rho} d x_{3}=\int_{\Sigma} G_{k}(p) v d \tilde{\rho} d x_{3} \quad \text { for all } v \in V(\Sigma, p),  \tag{2.17}\\
& \tilde{\Xi}_{s}^{k}(p)=\tilde{\rho} \kappa(\theta) \tilde{\Xi}_{s}^{k-1}(p)+\partial_{\theta} \tilde{U}^{k}(p), \\
& G_{k}(p)=\sum_{j=0}^{k-2} \tilde{\rho}^{j}\left(a_{1}^{j} \tilde{\Xi}_{n}^{k-j-1}(p)+a_{2}^{j} \partial_{\theta \theta} \tilde{U}^{k-j-2}(p)+a_{3}^{j} \partial_{\theta} \tilde{U}^{k-j-2}(p)\right),
\end{align*}
$$

where $u^{k}(p)=0$ for $k$ odd and

$$
\begin{aligned}
V(\Sigma, p)= & \left\{v \in \mathcal{D}^{\prime}(\Sigma):(1+\tilde{\rho})^{-1} v \in L^{2}(\Sigma), \operatorname{deg}_{3} v \leq p\right\}, \\
\underset{\sim}{S}(\Sigma, p)= & \left\{\underset{\sim}{\tau} \in \mathcal{D}_{\sim}^{\prime}(\Sigma):(1+\tilde{\rho}) \operatorname{div} \underset{\sim}{\tau} \in L^{2}(\Sigma), \underset{\sim}{\tau} \in \underset{\sim}{L}(\Sigma),\right. \\
& \left.\operatorname{deg}_{3} \underset{\sim}{\tau} \leq p, \operatorname{deg}_{3} \tau_{3} \leq p+1\right\} .
\end{aligned}
$$

These are appropriate spaces to pose the boundary corrector problem. Looking at (2.4), note that $\tilde{U}^{k}(p)$ and $\underset{\sim}{\underset{\sim}{\Xi}}{ }^{k}(p)$ are mixed approximations for $\tilde{U}^{k}$ and $\underset{\sim}{\nabla} \tilde{U}^{k}$.

We show below in Lemma $\widetilde{2} .2$ that (2.17) is well-posed, and that the solutions $\tilde{U}^{k}$ and $\tilde{\Xi}^{k}$ decay exponentially to zero with $\tilde{\rho}$.

Finally, the following expansions hold:

$$
\begin{align*}
u^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right) \sim & \sum_{k \geq 0} \varepsilon^{2 k} u^{2 k}(p)\left(\underset{\sim}{x}{\underset{\sim}{x}}^{\varepsilon}, \varepsilon^{-1} x_{3}^{\varepsilon}\right)-\chi(\rho) \sum_{k \geq 2} \varepsilon^{k} \tilde{U}^{k}(p)\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right), \\
{\underset{\sim}{\sigma}}^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right) \sim & \sum_{k \geq 0} \varepsilon^{2 k}\left(\begin{array}{c}
{\underset{\sim}{\sigma}}_{2 k}^{{\underset{\sim}{2}}^{-1}}(p) \\
\varepsilon^{-1} \\
\sigma_{3}^{2 k}(p)
\end{array}\right)\left({\underset{\sim}{x}}^{\varepsilon}, \varepsilon^{-1} x_{3}^{\varepsilon}\right)  \tag{2.18}\\
& -\chi(\rho) \sum_{k \geq 2} \varepsilon^{k}{\underset{\Xi}{\Xi}}^{k}(p)\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right),
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\Xi}^{k}(p)=\left(\varepsilon^{-1} \tilde{\Xi}_{n}^{k}(p) \underset{\sim}{n}+\tilde{\Xi}_{s}^{k}(p) \underset{\sim}{\underset{\sim}{s}}, \varepsilon^{-1} \Xi_{3}^{k}(p)\right) . \tag{2.19}
\end{equation*}
$$

The above formal reasoning shall be justified in Theorem 2.2. First we study the terms present in the expansion.

We present below the stability result regarding the boundary correctors for the models. The existence, uniqueness and the first inequality in (2.20) follows from standard theory for mixed problems. ${ }^{8,19}$ The exponential decay is an application of Theorem 5.4 of Arnold and Madureira. ${ }^{3}$

Lemma 2.2. Assume, for a fixed positive integer $k$, that $u^{k}$ is defined as above. Then, for each $\theta$, there exists a unique solution $\tilde{U}^{k}(p) \in V(\Sigma, p)$, and
$\left(\tilde{\Xi}_{n}^{k}(p), \tilde{\Xi}_{3}^{k}(p)\right) \in \underset{\sim}{S_{0}}(\Sigma, p)$ to (2.17). Also, there exist positive constants $C$ and $\alpha$ such that

$$
\begin{align*}
& \left\|(1+\tilde{\rho})^{-1} \tilde{U}^{k}(p)\right\|_{L^{2}(\Sigma)}+\left\|\left|\tilde{\Xi}_{n}^{k}(p)\right|+\left|\tilde{\Xi}_{3}^{k}(p)\right|\right\|_{L^{2}(\Sigma)} \\
& \quad+\left\|(1+\tilde{\rho})\left[\partial_{\tilde{\rho}} \tilde{\Xi}_{n}^{k}(p)+\partial_{3} \tilde{\Xi}_{3}^{k}(p)\right]\right\|_{L^{2}(\Sigma)} \leq C  \tag{2.20}\\
& \int_{t}^{\infty} \int_{-1}^{1}\left[\tilde{U}^{k}(p)\right]^{2}+\left|\tilde{\Xi}_{\sim}^{k}(p)\right|^{2} d x_{3} d \tilde{\rho} \leq C e^{-\alpha t}
\end{align*}
$$

for every non-negative real number $t$ and every positive integer $p$. The constant $\alpha$ may depend on $\Omega$ and $k$, but is independent of $f, g$ and $p$, while the constant $C$ may depend on $\Omega, k, f$ and $g$.

In the remainder of this section, we estimate the convergence rates of the truncated asymptotic expansions.

Theorem 2.2. For each positive integer $N$, let

$$
\begin{aligned}
e_{2 N}(p)\left(\underline{x}^{\varepsilon}\right)= & u^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right)-\sum_{k=0}^{N} \varepsilon^{2 k} u^{2 k}(p)\left(\underset{\sim}{x} \varepsilon, \varepsilon^{-1} x_{3}\right) \\
& +\chi(\rho) \sum_{k=1}^{2 N} \varepsilon^{k} \tilde{U}^{k}(p)\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}\right), \\
\underline{\Delta}_{2 N}(p)\left(\underline{x}^{\varepsilon}\right)= & \sigma^{\varepsilon}(p)\left(\underline{x}^{\varepsilon}\right)-\sum_{k=0}^{N} \varepsilon^{2 k}\binom{{\underset{\sim}{2}}^{2 k}(p)}{\varepsilon^{-1} \sigma_{3}^{2 k}(p)}\left(\underset{\sim}{x}, \varepsilon^{-1} x_{3}\right) \\
& +\chi(\rho) \sum_{k=2}^{2 N} \varepsilon^{k}\binom{\varepsilon^{-1} \tilde{\Xi}_{n}^{k}(p) \underset{\sim}{n}+\tilde{\Xi}_{s}^{k}(p) \underset{\sim}{s}}{\varepsilon^{-1} \Xi_{3}^{k}(p)}\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}\right) .
\end{aligned}
$$

Then there exists a constant $C$ such that

$$
\left\|e_{2 N}(p)\right\|_{L^{2}\left(P^{\varepsilon}\right)}+\left\|\underline{\Delta}_{2 N}(p)\right\|_{\underline{H}\left(\operatorname{div}, P^{\varepsilon}\right)} \leq C \varepsilon^{2 N+1} .
$$

Note that the above convergence in $\varepsilon$ is the same as in Theorem 2.1. The proof of Theorem 2.2 uses the theory of mixed problems, ${ }^{8}$ and we shall go through the main steps.

In what follows, we denote by $\pi_{p}$ the orthogonal projection from $L^{2}(-1,1)$ to $\mathbb{P}_{p}(-1,1)$, and by $\stackrel{\circ}{\pi}^{1}$ the orthogonal projection operator from $\stackrel{\circ}{H}^{1}(-1,1)$ to $\stackrel{\mathbb{P}}{p}^{p}(-1,1)$, with respect to the inner product that induces the norm $|\cdot|_{H^{1}(-1,1)}$. We need the following technical result.

Lemma 2.3. If $\tau \in \stackrel{\circ}{H}^{1}(-1,1)$, then $\left(\stackrel{\circ}{\pi}_{p+1}^{1} \tau\right)^{\prime}=\pi_{p} \tau^{\prime}$ and if $\phi \in H^{1}(-1,1) \cap$ $\hat{L}^{2}(-1,1)$, then $\left(\hat{\pi}_{p}^{1} \phi\right)^{\prime}=\pi_{p-1} \phi^{\prime}$.

Proof. For any $v \in \mathbb{P}_{p}(-1,1)$, we can write $v=\dot{\circ}^{\prime}+c$, where $\dot{v}\left(\tilde{\rho}_{2}\right)=$ $\int_{-1}^{\tilde{\rho}_{2}} v(s)-c d s$ and $c=(1 / 2) \int_{-1}^{1} v(s) d s$. Note that $\dot{v} \in \dot{H}^{1}(-1,1)$ and for $\tau \in \stackrel{H}{H}^{1}(-1,1)$,

$$
\int_{-1}^{1}\left(\stackrel{\circ}{\pi}_{p+1}^{1} \tau\right)^{\prime} v d \tilde{\rho}_{2}=\int_{-1}^{1}\left(\stackrel{\circ}{\pi}_{p+1}^{1} \tau\right)^{\prime}\left(\stackrel{v}{v}^{\prime}+c\right) d \tilde{\rho}_{2}=\int_{-1}^{1} \tau^{\prime}\left(\stackrel{\rightharpoonup}{v}^{\prime}+c\right) d \tilde{\rho}_{2}=\int_{-1}^{1} \tau^{\prime} v d \tilde{\rho}_{2}
$$

So $\left(\stackrel{\circ}{\pi}_{p+1}^{1} \tau\right)^{\prime}=\pi_{p} \tau^{\prime}$. The second identity of the lemma follows from similar arguments.

We denote the orthogonal $L^{2}$ projection in the vertical direction by $\pi_{p}^{\left(x_{3}\right)}$, i.e. if $v \in L^{2}(P)$, then $\pi_{p}^{\left(x_{3}\right)} v \in L^{2}\left(\Omega ; \mathbb{P}_{p}(-1,1)\right)$ is such that

$$
\int_{P}\left(\pi_{p}^{\left(x_{3}\right)} v-v\right) \psi d \underline{x}=0 \quad \text { for all } \psi \in L^{2}\left(\Omega ; \mathbb{P}_{p}(-1,1)\right)
$$

Similar notation holds for $\stackrel{\circ}{\pi}_{p}^{\left(x_{3}\right)}$.
Before proving the main result, we show how the solutions of a mixed, $\varepsilon$-dependent problem in $P$ behave. Recall that we define $V(P, p)$ and $\underline{S}_{0}(P, p)$ in (2.6).

Theorem 2.3. Let $\tilde{F} \in\left(\underline{S}_{0}(P, p)\right)^{*}$, the dual space of $\underline{S}_{0}(P, p)$, and let $\tilde{g} \in L^{2}(P)$. Then there exists unique $\bar{u} \in V(P, p)$ and $\underline{\sigma} \in \underline{S}_{0}(P, p)$ such that

$$
\begin{align*}
& \int_{P}\left(\underset{\sim}{\sigma} \cdot \underset{\sim}{\tau}+\varepsilon^{-2} \sigma_{3} \tau_{3}\right) d \underline{x}+\int_{P} u\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) d \underline{x}=\tilde{F}(\underset{\sim}{\tau}) \\
& \text { for all } \underline{\tau} \in \underline{S_{0}}(P, p),  \tag{2.21}\\
& \int_{P}\left(\operatorname{div} \underset{\sim}{\sigma}+\varepsilon^{-2} \partial_{3} \sigma_{3}\right) v d \underline{x}=\int_{P} \tilde{g} v d \underline{x} \quad \text { for all } v \in V(P, p) . \tag{2.22}
\end{align*}
$$

Moreover, there is a universal constant $c$ such that

$$
\begin{aligned}
& \|u\|_{L^{2}(P)}+\|\underset{\sim}{\sigma}\|_{L^{2}(P)}+\varepsilon^{-1}\left\|\sigma_{3}\right\|_{L^{2}(P)}+\left\|\operatorname{div} \underset{\sim}{\sigma}+\varepsilon^{2} \partial_{3} \sigma_{3}\right\|_{L^{2}(P)} \\
& \quad \leq c\left(\|\tilde{F}\|_{\left(\underline{S}_{0}(P, p)\right)^{*}}+\|\tilde{g}\|_{L^{2}(P)}\right) .
\end{aligned}
$$

Proof. Let

$$
\begin{aligned}
M & =V(P, p), \quad\|v\|_{M}=\|v\|_{L^{2}(P)}, \\
X & =\underline{S}_{0}(P, p), \quad\|\underline{\tau}\|_{X}^{2}=\|\underset{\sim}{\tau}\|_{L^{2}(P)}^{2}+\varepsilon^{-2}\left\|\tau_{3}\right\|_{L^{2}(P)}^{2}+\left\|\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right\|_{L^{2}(P)}^{2}, \\
a(\underline{\sigma}, \underline{\tau}) & =\int_{P} \underset{\sim}{\sigma} \cdot \underset{\sim}{\tau}+\varepsilon^{-2} \sigma_{3} \tau_{3} d \underline{x}, \quad b(\underline{\tau}, v)=\int_{P}\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) v d \underline{x} .
\end{aligned}
$$

Since $\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3} \in V(P, p)$ for all $\underline{\tau} \in \underline{S}_{0}(P, p)$, the coercivity hypothesis

$$
\begin{equation*}
a(r, r) \geq\|r\|_{X}^{2} \quad \text { for all } r \in\{\tilde{r} \in X: b(\tilde{r}, w)=0, \text { for all } w \in M\} \tag{2.23}
\end{equation*}
$$

holds immediately. Now we want to show that the inf-sup hypothesis

$$
\begin{equation*}
\sup _{r \in X} \frac{b(r, v)}{\|r\|_{X}} \geq k_{0}\|v\|_{M} \quad \text { for all } v \in M \tag{2.24}
\end{equation*}
$$

is also satisfied for some positive constant $k_{0}$. Let $v \in V(P, p)$, and define $V(P)=$ $\left\{\tilde{v} \in H^{1}(P): \tilde{v}=0\right.$ on $\left.\partial P_{L}\right\}$, and $u \in V(P)$ such that

$$
\int_{P} \underset{\sim}{\nabla} u \cdot \underset{\sim}{\nabla} \tilde{v}+\varepsilon^{-2} \partial_{3} u \partial_{3} \tilde{v}=\int_{P} v \tilde{v} d \underline{x} \quad \text { for all } \tilde{v} \in V(P) .
$$

Then $\|u\|_{H^{1}(P)} \leq c\|v\|_{L^{2}(P)}$, where $c$ is a universal constant. Moreover,

$$
\begin{align*}
\int_{\Omega} \varepsilon^{-2}|u(\underset{\sim}{x}, \cdot)|_{H^{1}(-1,1)}^{2} d \underset{\sim}{x} & =\int_{P} \varepsilon^{-2}\left[\partial_{3} u\left(\underset{\sim}{x}, x_{3}\right)\right]^{2} d \underline{x} \\
& \leq \int_{P}\left|\underset{\sim}{\nabla} u\left(\underset{\sim}{x}, x_{3}\right)\right|^{2}+\varepsilon^{-2}\left[\partial_{3} u\left(\underset{\sim}{x}, x_{3}\right)\right]^{2} d \underline{x} \\
& =\int_{P} v u d \underline{x} \leq\|v\|_{L^{2}(P)}\|u\|_{L^{2}(P)} \\
& \leq c\|v\|_{L^{2}(P)}^{2} . \tag{2.25}
\end{align*}
$$

Set $\underset{\sim}{\sigma}=\underset{\sim}{\nabla} u, \sigma_{3}=\partial_{3} u$ and $\underset{\sim}{\sigma}=\left(\underset{\sim}{\sigma}, \sigma_{3}\right)$. We cannot use $\underset{\sim}{\sigma}$ as a "candidate" for the inf-sup condition since $\underset{\sim}{\sigma}$ does not belong to $\underline{S}_{0}(P, p)$ in general. Let $\hat{u}\left(\underset{\sim}{x}, x_{3}\right)=$ $u\left(\underset{\sim}{x}, x_{3}\right)-(1 / 2) \int_{-1}^{1} u\left(\underset{\sim}{x}, x_{3}\right) d x_{3}$, and for each $\underset{\sim}{x} \in \Omega$, define $\sigma_{3}(p)(\underset{\sim}{x}, \cdot) \in{\underset{\mathbb{P}}{P}}_{p+1}$ $(-1,1)$ and $u(p)(\underset{\sim}{x}, \cdot) \in \hat{\mathbb{P}}_{p}(-1,1)$ such that

$$
\begin{array}{ll}
\int_{-1}^{1}\left[\sigma_{3}\left(\underset{\sim}{x}, x_{3}\right)-\sigma_{3}(p)\left(\underset{\sim}{x}, x_{3}\right)\right] \tau\left(x_{3}\right)+\left[\hat{u}\left(\underset{\sim}{x}, x_{3}\right)-u(p)\left(\underset{\sim}{x}, x_{3}\right)\right] \partial_{3} \tau\left(x_{3}\right) d x_{3}=0 \\
& \text { for all } \tau \in{\underset{\mathbb{P}}{p+1}}(-1,1) \\
\int_{-1}^{1} \partial_{3}\left[\sigma_{3}\left(\underset{\sim}{x}, x_{3}\right)-\sigma_{3}(p)\left(\underset{\sim}{x}, x_{3}\right)\right] \hat{v}\left(x_{3}\right) d x_{3}=0 & \text { for all } \hat{v} \in \hat{\mathbb{P}}_{p}(-1,1) .
\end{array}
$$

Then $\partial_{3} \sigma_{3}(p)=\pi_{p}^{\left(x_{3}\right)} \partial_{3} \sigma_{3}$, and using Lemma 2.3 we conclude that $\sigma_{3}(p)=\stackrel{\circ}{\pi}_{p+1}^{\left(x_{3}\right)} \sigma_{3}$. It follows that

$$
\begin{align*}
\varepsilon^{-2}\left\|\sigma_{3}(p)\right\|_{L^{2}(P)}^{2} & =\int_{-1}^{1} \varepsilon^{-2}\left\|\sigma_{3}(p)(\underset{\sim}{x}, \cdot)\right\|_{L^{2}(-1,1)}^{2} d \underset{\sim}{x} \\
& \leq c \int_{-1}^{1} \varepsilon^{-2}\left\|\sigma_{3}(\underset{\sim}{x}, \cdot)\right\|_{L^{2}(-1,1)}^{2} d \underset{\sim}{x} \\
& =c \int_{-1}^{1} \varepsilon^{-2}|u(\underset{\sim}{x}, \cdot)|_{H^{1}(-1,1)}^{2} d \underset{\sim}{x} \leq c\|v\|_{L^{2}(P)}^{2} . \tag{2.26}
\end{align*}
$$

Define now $\underset{\sim}{\sigma}(p)=\pi_{p}^{\left(x_{3}\right)} \underset{\sim}{\sigma}$. Then

$$
\|\underset{\sim}{\sigma}(p)\|_{L^{2}(P)} \leq c\|\underset{\sim}{\sigma}\|_{L^{2}(P)} \leq c\|v\|_{L^{2}(P)},
$$

$$
\begin{align*}
\left\|\operatorname{div} \underset{\sim}{\underset{\sim}{\sigma}}(p)+\varepsilon^{-2} \partial_{3} \sigma_{3}(p)\right\|_{L^{2}(P)} & =\left\|\pi_{p}^{\left(x_{3}\right)} \operatorname{div} \underset{\sim}{\sigma}+\varepsilon^{-2} \pi_{p}^{\left(x_{3}\right)} \partial_{3} \sigma_{3}\right\|_{L^{2}(P)}  \tag{2.27}\\
& \leq c\left\|\operatorname{div} \underset{\sim}{\sigma}+\varepsilon^{-2} \partial_{3} \sigma_{3}\right\|_{L^{2}(P)}=c\|v\|_{L^{2}(P)}
\end{align*}
$$

Thus, from (2.26) and (2.27), $\|\underset{\sim}{\sigma}(p)\|_{X} \leq c\|v\|_{L^{2}(P)}$. We can finally prove the inf-sup condition, since for all $v \in V(\widetilde{P} ; p)$,

$$
\begin{aligned}
\sup _{\sim}^{\tau \in X} & \frac{1}{\|\underline{\tau}\|_{X}} \int_{P} v\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) d \underline{x}
\end{aligned} \geq \frac{1}{\|\underline{\sigma}(p)\|_{X}} \int_{P} v\left[\operatorname{div} \underset{\sim}{\sigma}(p)+\varepsilon^{-2} \partial_{3} \sigma_{3}(p)\right] d \underline{x} \quad \begin{aligned}
& =\frac{1}{\|\underline{\sigma}(p)\|_{X}} \int_{P} v\left[\pi_{p}^{\left(x_{3}\right)} \underset{\sim}{\operatorname{div}} \underset{\sim}{\sigma}+\varepsilon^{-2} \pi_{p}^{\left(x_{3}\right)} \partial_{3} \sigma_{3}\right] d \underline{x} \\
& =\frac{1}{\|\underline{\sigma}(p)\|_{X}} \int_{P} v\left(\operatorname{div} \underset{\sim}{\sigma}+\varepsilon^{-2} \partial_{3} \sigma_{3}\right) d \underline{x} \\
& =\frac{\|v\|_{L^{2}(P)}^{2} \geq c\|v\|_{L^{2}(P)},}{\|\underline{\sigma}(p)\|_{X}},
\end{aligned}
$$

and (2.24) follows. Thus we conclude the present result.
We need the following notation in the proof of the next result. Define

$$
\begin{aligned}
& u_{2 N}(p)(\underline{x})=\sum_{k=0}^{N} \varepsilon^{2 k} u^{2 k}(p)(\underline{x}), \quad \underline{\sigma}_{2 N}(p)(\underline{x})=\sum_{k=0}^{N} \varepsilon^{2 k} \underline{\sigma}^{2 k}(p)(\underline{x}), \\
& U_{2 N}(p)(\underline{x})=\chi(\rho) \sum_{k=2}^{2 N} \varepsilon^{k} \tilde{U}^{k}(p)\left(\varepsilon^{-1} \rho, \theta, x_{3}\right), \\
& \underline{\Xi}_{2 N}(p)(\underline{x})=\chi(\rho) \sum_{k=2}^{2 N} \varepsilon^{k}\binom{\varepsilon^{-1} \tilde{\Xi}_{n}^{k}(p) \underset{\sim}{n}+\tilde{\Xi}_{s}^{k}(p) \underset{\sim}{s}}{\varepsilon^{-1} \tilde{\Xi}_{3}^{k}(p)}\left(\varepsilon^{-1} \rho, \theta, x_{3}\right) .
\end{aligned}
$$

Proof. (of Theorem 2.2) For all $\underline{\tau} \in \underline{S}_{0}(P, p)$, define $\tilde{\tau}_{s}$ as in (2.15), (2.16). Then it follows from the construction of the terms in the asymptotic expansion, and Lemma 2.2 that

$$
\begin{aligned}
& \int_{P}\left[\underset{\sim}{\sigma}(p)-\underset{\sim}{\sigma}{ }_{2 N}(p)+{\underset{\sim}{\Xi}}_{2 N}(p)\right] \cdot \underset{\sim}{\tau}+\varepsilon^{-2}\left[\sigma_{3}(p)-\left(\sigma_{2 N}\right)_{3}(p)+\left(\Xi_{2 N}\right)_{3}(p)\right] \tau_{3} d \underline{x} \\
& +\int_{P}\left[u(p)-u_{2 N}(p)+U_{2 N}(p)\right]\left(\operatorname{div} \underset{\sim}{\tau}+\varepsilon^{-2} \partial_{3} \tau_{3}\right) d \underline{x}=R_{1}\left(N, \tau_{s}\right), \\
& \int_{P}\left\{\operatorname{div}[\underset{\sim}{\sigma}(p)-\underset{\sim}{\sigma} \underset{2 N}{ }(p)+\underset{\sim}{\Xi} \underset{2 N}{ }(p)]+\varepsilon^{-2} \partial_{3}\left[\sigma_{3}(p)-\left(\sigma_{2 N}\right)_{3}(p)+\left(\underset{\sim}{\Xi}{\underset{2 N}{ }}^{\sigma_{3}}\right)_{3}(p)\right]\right\} v d \underline{x} \\
& =R_{2}(N, v),
\end{aligned}
$$

where $\left|R_{1}\left(N, \tau_{s}\right)\right| \leq C \varepsilon^{2 N} \| \underline{\tau}_{\underline{S}_{-0}(P, p)}$, and $\left|R_{2}(N, v)\right| \leq C \varepsilon^{2 N}\|v\|_{V(P, p)}$. Using Lemma 2.3, we have that

$$
\begin{align*}
&\left\|u(p)-u_{2 N}(p)+U_{2 N}\right\|_{L^{2}(P)}+\| \underset{\sim}{\sigma}(p)-\underset{\sim}{\sigma}{ }_{2 N}(p)+\underset{\sim}{\underset{\Xi}{\Xi}} 2 N \\
&\left.+\varepsilon^{-1} \| p\right) \|_{L^{2}(P)} \\
& \quad+\| \operatorname{div}[p)-\left(\sigma_{2 N}(p)-\underset{\sim}{\sigma}(p) 3(p)+\left(\tilde{\Xi}_{2 N}\right)_{3}(p) \|_{L^{2}(P)}\right. \\
& \leq C \varepsilon^{2 N} . \tag{2.28}
\end{align*}
$$

Next, to conclude the final result, we add and subtract new terms, using the triangle inequality, estimate (2.28), and Lemma 2.2, and finally scaling the domain, from $P$ to $P^{\varepsilon}$.

## 3. Estimates for the Modeling Error

We begin now the central part of this paper, the derivation of error bounds for the models $\mathrm{SP}_{2}^{\prime}$. An essential part is to estimate the difference between individual terms in the asymptotic expansions.

We need the following technical result. ${ }^{19}$
Lemma 3.1. Given $u \in H^{2}(-1,1) \cap \hat{L}^{2}(-1,1)$ and $\sigma=u^{\prime}$, there exists unique $u(p) \in \hat{\mathbb{P}}_{p}(-1,1)$ and $\sigma(p) \in \mathbb{P}_{p+1}(-1,1)$ with $\sigma(p)(-1)=\sigma(-1)$, and $\sigma(p)(1)=$ $\sigma(1)$, such that

$$
\begin{aligned}
\int_{-1}^{1}[\sigma-\sigma(p)] \tau+[u-u(p)] \tau^{\prime} d x=0 & \text { for all } \tau \in \stackrel{\circ}{\mathbb{P}}_{p+1}(-1,1), \\
\int_{-1}^{1}[\sigma-\sigma(p)]^{\prime} v d x_{2}=0 & \text { for all } v \in \hat{\mathbb{P}}_{p}(-1,1)
\end{aligned}
$$

Moreover, for any non-negative real number $s$, there exists a constant $C$ such that

$$
\begin{aligned}
\|u-u(p)\|_{L^{2}(-1,1)} & \leq C p^{-2-s}\|u\|_{H^{s+2}(-1,1)} \\
\|u-u(p)\|_{H^{1 / 2}(-1,1)} & \leq C p^{-1-s}\|u\|_{H^{s+2}(-1,1)} \\
\|\sigma-\sigma(p)\|_{L^{2}(-1,1)} & \leq C p^{-1-s}\|u\|_{H^{s+2}(-1,1)} \\
\|\sigma-\sigma(p)\|_{H^{1}(-1,1)} & \leq C p^{-s}\|u\|_{H^{s+2}(-1,1)} .
\end{aligned}
$$

In what follows, we need the definitions below.
Definition 3.1. For a non-negative real number $s$, let

$$
\begin{gathered}
a_{s}=\|f\|_{L^{2}\left(\Omega ; H^{s}(-1,1)\right)}+\|g\|_{L^{2}\left(\partial P_{ \pm}\right)}, \quad a_{s}^{1}=\|f\|_{H^{1}\left(\Omega ; H^{s}(-1,1)\right)}+\|g\|_{H^{1}\left(\partial P_{ \pm}\right)}, \\
a_{s}^{b}=\left(\int_{\partial \Omega}\|f(\underset{\sim}{x}, \cdot)\|_{H^{s}(-1,1)}^{2}+|g(\underset{\sim}{x},-1)|^{2}+|g(\underset{\sim}{x}, 1)|^{2} d \underset{\sim}{x}\right)^{1 / 2} .
\end{gathered}
$$

We note from Lemma 2.1 that there exists a constant $c$ independent of $f$ and $g$ such that

$$
\begin{align*}
\left\|u^{2}\right\|_{L^{2}\left(\Omega ; H^{s}(-1,1)\right)} & \leq c a_{s},  \tag{3.1}\\
\left\|\underset{\sim}{\nabla} u^{2}\right\|_{L^{2}\left(\Omega ; H^{s}(-1,1)\right)} & \leq c a_{s}^{1},  \tag{3.2}\\
\left\|u^{2}\right\|_{L^{2}\left(\partial \Omega ; H^{s}(-1,1)\right)} & \leq c a_{s}^{b} . \tag{3.3}
\end{align*}
$$

To simplify the notation, henceforward we denote $\sigma_{3}^{2}(\underline{x})=\partial_{x_{3}} u^{2}(\underline{x})$.

Lemma 3.2. Assume that $u^{2}, \sigma_{3}^{2}, u^{2}(p), \sigma_{3}^{2}(p)$ are defined as above. Then, with $\underset{\sim}{x} \in \Omega$ as a parameter,

$$
\begin{aligned}
& \int_{-1}^{1}\left[\sigma_{3}^{2}\left(\underset{\sim}{x}, x_{3}\right)-\sigma_{3}^{2}(p)\left(\underset{\sim}{x}, x_{3}\right)\right] \tau\left(x_{3}\right)+\left[u^{2}\left(\underset{\sim}{x}, x_{3}\right)-u^{2}(p)\left(\underset{\sim}{x}, x_{3}\right)\right] \tau^{\prime}\left(x_{3}\right) d x_{3}=0 \\
& \text { for all } \tau \in{\underset{\mathbb{P}}{p+1}}(-1,1), \\
& \int_{-1}^{1} \partial_{3}\left[\sigma_{3}^{2}\left(\underset{\sim}{x}, x_{3}\right)-\sigma_{3}^{2}(p)\left(\underset{\sim}{x}, x_{3}\right)\right] v\left(x_{3}\right) d x_{3}=0 \text { for all } v \in \hat{\mathbb{P}}_{p}(-1,1) .
\end{aligned}
$$

Moreover, for any non-negative real number $s$, there exists a constant $C$ such that

$$
\begin{align*}
\left\|u^{2}-u^{2}(p)\right\|_{L^{2}(P)} & \leq C p^{-2-s} a_{s}, \\
\left\|\left\|u^{\nabla}-\underset{\sim}{\nabla} u^{2}(p)\right\|_{L^{2}(P)}\right. & \leq C p^{-2-s} a_{s}^{1},  \tag{3.4}\\
\left\|\sigma_{3}^{2}-\sigma_{3}^{2}(p)\right\|_{L^{2}(P)} & \leq C p^{-1-s} a_{s}, \\
\left\|\partial_{x_{3}^{\varepsilon}} \sigma_{3}^{2}-\partial_{x_{3}^{\varepsilon}} \sigma_{3}^{2}(p)\right\|_{L^{2}(P)} & \leq C p^{-s} a_{s} .
\end{align*}
$$

Proof. The first part of the lemma results from (2.2), (2.11). To obtain the estimates (3.4), it is enough to apply Lemma 3.1, in each vertical fiber, and then integrate in $\Omega$, and use (3.1) and (3.2).

We estimate now the error due to the first boundary layer terms. The following definition is useful.

Definition 3.2. Let $\underset{\sim}{x} \in \partial \Omega$ and $s$ be a non-negative real number. Let

$$
\begin{equation*}
N(s)=\max \{n \in \mathbb{Z}: 2 n<s\} \tag{3.5}
\end{equation*}
$$

If $\sup _{x_{3} \in\{-1,1\}}\left|g\left(\underset{\sim}{x}, x_{3}\right)\right| \neq 0$, set $m=1$. If $|g(\underset{\sim}{x},-1)|=|g(\underset{\sim}{x}, 1)|=0$ and

$$
\begin{equation*}
\sup _{x_{3} \in\{-1,1\}} \sum_{j=2}^{N(s+5 / 2)}\left|\partial_{3}^{2 j-3} f\left(\underset{\sim}{x}, x_{3}\right)\right| \neq 0 \tag{3.6}
\end{equation*}
$$

let $m$ be the minimum integer in $\{2, \ldots, N(s+5 / 2)\}$ such that

$$
\sup _{x_{3} \in\{-1,1\}}\left|\partial_{3}^{2 m-3} f\left(\underset{\sim}{x}, x_{3}\right)\right| \neq 0
$$

We define in both cases $\mu(\underset{\sim}{x}, s, \delta)=\min \{4 m-3-\delta, s+3 / 2\}$. If $|g(\underset{\sim}{x},-1)|=$ $|g(\underset{\sim}{x}, 1)|=0$ and (3.6) does not hold, then define $\mu(\underset{\sim}{x}, s, \delta)=s+3 / 2$. Finally, set

$$
\bar{\mu}(s, \delta)=\inf _{\underset{\sim}{x} \in \partial \Omega} \mu(\underset{\sim}{x}, s, \delta) .
$$

The next result estimates the boundary correctors in $P$. We present its proof in the Appendix. Define

$$
\tilde{\Xi}_{n}^{2}=\partial_{\tilde{\rho}} \tilde{U}^{2}, \quad \tilde{\Xi}_{3}=\partial_{x_{3}} \tilde{U}^{2}
$$

Lemma 3.3. Let

$$
\begin{aligned}
& \Upsilon_{n}\left(x^{\varepsilon}\right)=\chi(\rho)\left[\tilde{\Xi}_{n}^{2}-\tilde{\Xi}_{n}^{2}(p)\right]\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right), \\
& \Upsilon_{3}\left(\underline{x}^{\varepsilon}\right)=\chi(\rho)\left[\tilde{\Xi}_{3}^{2}-\tilde{\Xi}_{3}^{2}(p)\right]\left(\varepsilon^{-1} \rho, \theta, \varepsilon^{-1} x_{3}^{\varepsilon}\right) .
\end{aligned}
$$

For any non-negative real number $s$ such that $s+1 / 2$ is not an even integer, and for any arbitrarily small $\delta>0$, there exists a constant $c$ such that

$$
\left\|\Upsilon_{n}\right\|_{L^{2}\left(P^{\varepsilon}\right)}+\left\|\Upsilon_{3}\right\|_{L^{2}\left(P^{\varepsilon}\right)} \leq c \varepsilon\left(p^{-1-s}+p^{-\bar{\mu}(s, \delta)}\right) a_{s}^{b} .
$$

We are ready to estimate the difference between the exact and model solutions in several norms. This is the main result of the paper. To also consider interior estimates, which disregard the boundary layer, define $P_{0}^{\varepsilon}=\Omega_{0} \times(-\varepsilon, \varepsilon)$, where $\Omega_{0}$ is an open domain such that $\bar{\Omega}_{0} \subset \Omega$. We present interior estimates only when these have better rates of convergence than global estimates.

Theorem 3.1. For any non-negative real numbers $s$ and $s^{*}$ such that $s^{*}+1 / 2$ is not an even integer, and for any arbitrarily small $\delta>0$, there exist constants $c$ and $C$ independent of $\varepsilon$ and $p$, with $c$ also independent of $f$ and $g$, such that the error between $u^{\varepsilon}$ and its approximation $u^{\varepsilon}(p)$ is bounded as

$$
\begin{aligned}
\left\|u^{\varepsilon}-u^{\varepsilon}(p)\right\|_{L^{2}\left(P^{\varepsilon}\right)} & \leq C \varepsilon^{5 / 2} p^{-2-s} a_{s}+C \varepsilon^{3}, \\
\|\underset{\sim}{\sigma} \cdot \underset{\sim}{n}-\underset{\sim}{\sigma}(p) \cdot \underset{\sim}{v}\|_{L^{2}\left(P^{\varepsilon}\right)} & \leq C \varepsilon^{2}\left(p^{-1-s^{*}}+p^{-\bar{\mu}\left(s^{*}, \delta\right)}\right) a_{s^{*}}^{b}+C \varepsilon^{5 / 2}, \\
\|\underset{\sim}{\sigma} \cdot \underset{\sim}{s}-\underset{\sim}{\sigma}(p) \cdot \underset{\sim}{s}\|_{L^{2}\left(P^{\varepsilon}\right)} & \leq C \varepsilon^{5 / 2} p^{-2-s} a_{s}^{1}+C \varepsilon^{3}, \\
\left\|{\underset{\sim}{\sigma}}^{\varepsilon}-\underset{\sim}{\sigma}(p)\right\|_{L^{2}\left(P_{0}^{\varepsilon}\right)} & \leq C \varepsilon^{5 / 2} p^{-2-s} a_{s}^{1}+C \varepsilon^{9 / 2}, \\
\left\|\sigma_{3}^{\varepsilon}-\sigma_{3}^{\varepsilon}(p)\right\|_{L^{2}\left(P^{\varepsilon}\right)} & \leq C \varepsilon^{3 / 2} p^{-1-s} a_{s}+C \varepsilon^{2},
\end{aligned}
$$

where $\underset{\sim}{\sigma}{ }^{\varepsilon}=\underset{\sim}{\nabla} u^{\varepsilon}$.
Proof. We prove the fifth estimate only, as the others follow from similar arguments. Using the triangle inequality the following holds:
$\left\|\sigma_{3}^{\varepsilon}-\sigma_{3}^{\varepsilon}(p)\right\|_{L^{2}\left(P^{\varepsilon}\right)} \leq\left\|e_{2}\right\|_{H^{1}\left(P^{\varepsilon}\right)}+\left\|\underline{\Delta}_{2}\right\|_{L^{2}\left(P^{\varepsilon}\right)}+\varepsilon^{3 / 2}\left\|\sigma_{3}^{2}-\sigma_{3}^{2}(p)\right\|_{L^{2}(P)}+\varepsilon\left\|\Upsilon_{3}\right\|_{L^{2}\left(P^{\varepsilon}\right)}$.
From Theorems 2.1 and 2.2, we have that

$$
\left\|e_{2}\right\|_{H^{1}\left(P^{\varepsilon}\right)}+\left\|\underline{\Delta}_{2}\right\|_{L^{2}\left(P^{\varepsilon}\right)} \leq C \varepsilon^{3}
$$

The estimate

$$
\left\|\Upsilon_{3}\right\|_{L^{2}\left(P^{\varepsilon}\right)} \leq C \varepsilon
$$

comes from Lemmas 2.2 and 3.3. Finally we apply Lemma 3.2 to bound $\| \sigma_{3}^{2}-$ $\sigma_{3}^{2}(p) \|_{L^{2}(P)}$ and the result follows.

Comparing the results of minimum energy models (Theorem 4.3 of Ref. 3) and Theorem 3.1, we see the same rates of convergence in $p$ (with one exception) and in $\varepsilon$ for both classes of models. One should compare the estimates for $\partial_{x_{3}^{\varepsilon}} u^{\varepsilon}(p)$ in the SP models with the ones for $\sigma_{3}^{\varepsilon}(p)$ in the $\mathrm{SP}^{\prime}$ models, etc.

Table 1. Rates of convergence of the model error.

| Quantity | Absolute error | Relative error |
| :---: | :---: | :---: |
| $u^{\varepsilon}-u^{\varepsilon}(p)$ | $\varepsilon^{5 / 2} p^{-2-s} a_{s}$ | $\nu^{-2} \varepsilon^{2} p^{-2-s} a_{s}$ |
| ${\underset{\sim}{*}}^{\varepsilon} \cdot \underset{\sim}{n}-{\underset{\sim}{\sigma}}^{\varepsilon}(p)$ | $\varepsilon^{2} p^{-\bar{\mu}} a_{s}^{b}\left(\varepsilon^{5 / 2} p^{-2-s} a_{s}^{1}\right)$ | $\nu^{-3 / 2} \varepsilon^{3 / 2} p^{-\bar{\mu}} a_{s}^{b}\left(\nu^{-2} \varepsilon^{2} p^{-2-s} a_{s}^{1}\right)$ |
| ${\underset{\sim}{\sigma}}^{\varepsilon} \cdot \underset{\sim}{s}-\underset{\sim}{\sigma}{ }_{\sim}^{\varepsilon}(p) \cdot \underset{\sim}{s}$ | $\varepsilon^{5 / 2} p^{-2-s} a_{s}^{1}$ | $\nu^{-2} \varepsilon^{2} p^{-2-s} a_{s}^{1}$ |
| $\sigma_{3}^{\varepsilon}-\sigma_{3}^{\varepsilon}(p)$ | $\varepsilon^{3 / 2} p^{-1-s} a_{s}$ | $p^{-1-s} a_{s}$ |

## Appendix A. Boundary Layer Results

Our goal in this Appendix is to prove Lemma 3.3, which estimates the approximation error for the boundary layer part. It is natural then to study the solutions of the following problems defined in the semi-infinite strip $\Sigma$, described below. In this Appendix, we denote an arbitrary point in $\Sigma$ by $\underset{\sim}{\tilde{\rho}}=\left(\tilde{\rho}_{1}, \tilde{\rho}_{2}\right)$.

Let $U \in V(\Sigma)$ and $\underset{\sim}{\Xi} \in \underset{\sim}{S}{ }_{0}(\Sigma)$, where

$$
\begin{aligned}
V(\Sigma)= & \left\{v \in \mathcal{D}^{\prime}(\Sigma):\left(1+\tilde{\rho}_{1}\right)^{-1} v \in L^{2}(\Sigma)\right\}, \\
\underset{\sim}{S}(\Sigma)= & \left\{\underset{\sim}{\tau} \in \underset{\sim}{\mathcal{D}}(\Sigma):\left(1+\tilde{\rho}_{1}\right) \operatorname{div} \underset{\sim}{\tau} \in L^{2}(\Sigma), \underset{\sim}{\tau} \in \underset{\sim}{L}(\Sigma),\right. \\
& \left.\underset{\sim}{\tau} \cdot \underset{\sim}{n}=0 \text { on } \mathbb{R}^{+} \times\{-1,1\}\right\},
\end{aligned}
$$

be such that

$$
\begin{array}{cl}
\int_{\Sigma} \Xi \sim \underset{\sim}{\Xi} d \underset{\sim}{\tilde{\rho}}+\int_{\Sigma} U \operatorname{div} \underset{\sim}{\tau} d \underset{\sim}{\tilde{\rho}}=-\int_{\gamma_{0}} U_{0} \tau_{1} d \tilde{\rho}_{2} & \text { for all } \underset{\sim}{\tau} \in \underset{\sim}{S}(\Sigma),  \tag{A.1}\\
\int_{\Sigma} \operatorname{div} \underset{\sim}{\Xi} v d \underset{\sim}{\tilde{\rho}}=0 & \text { for all } v \in V(\Sigma) .
\end{array}
$$

Here, $\gamma_{0}=\left\{\tilde{\rho} \in \Sigma: \tilde{\rho}_{1}=0\right\}$. The approximate solutions $U(p) \in V(\Sigma, p)$ and $\underset{\sim}{\Xi}(p) \in \underset{\sim}{S}{ }_{0}(\Sigma, p)$ satisfy

$$
\begin{array}{rlrl}
\int_{\Sigma} \Xi(p) \cdot \underset{\sim}{\tau} d \tilde{\sim} \\
\sim & \int_{\Sigma} U(p) \operatorname{div} \underset{\sim}{\tau} d \underset{\sim}{\tilde{\rho}}=-\int_{\gamma_{0}} U_{0}(p) \tau_{1} d \tilde{\rho}_{2} & & \text { for all } \underset{\sim}{\tau} \in \underset{\sim}{S_{0}}(\Sigma, p),  \tag{A.2}\\
& \int_{\Sigma} \operatorname{div} \underset{\sim}{\Xi}(p) v d \underset{\sim}{\tilde{\rho}}=0 & \text { for all } v \in V(\Sigma, p) .
\end{array}
$$

To aid the analysis of the difference between the solutions of (A.1) and (A.2), we extend previously defined projection operators to act in the semi-infinite strip $\Sigma$ as well. We shall use an upper-index $\left(\tilde{\rho}_{2}\right)$ to the projection operators notation to indicate that the projection is taking place along each fiber only. So, for instance, if $v \in L^{2}\left(\mathbb{R}^{+} ; \stackrel{\circ}{H}^{1}(-1,1)\right)$, then $\stackrel{\circ}{\pi}_{p}^{1\left(\tilde{\rho}_{2}\right)} v \in L^{2}\left(\mathbb{R}^{+} ; \stackrel{\circ}{\mathbb{P}}_{p}(-1,1)\right)$ is such that

$$
\int_{\Sigma} \partial_{\tilde{\rho}_{2}}\left(\tau-\stackrel{\pi}{p}^{1\left(\tilde{\rho}_{2}\right)} \tau\right) \partial_{\tilde{\rho}_{2}} \tau_{p} d \tilde{\sim}=0 \quad \text { for all } \tau_{p} \in L^{2}\left(\mathbb{R}^{+} ; \dot{\mathbb{P}}_{p}(-1,1)\right)
$$

We define $\pi_{p}^{\left(\tilde{\rho}_{2}\right)}$ in a similar fashion. Also, if $\underset{\sim}{\tau}=\left(\tau_{1}, \tau_{2}\right)^{\mathrm{T}}$, then $\underset{\sim}{\underset{\sim}{~}} \underset{\sim}{\tau}=$ $\left(\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \tau_{1}, \stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \tau_{2}\right)^{\mathrm{T}}$. We then have the result below.

Lemma A.1. If $\underset{\sim}{\tau} \in \underset{\sim}{S}(\Sigma) \cap L^{2}(\Sigma) \times L^{2}\left(\mathbb{R}^{+} ; \dot{H}^{1}(-1,1)\right)$, then $\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \operatorname{div} \underset{\sim}{\tau}=$ $\operatorname{div} \underset{\sim}{\prod_{p}} \underset{\sim}{\tau}$.

Proof. It is enough to show that $\int_{\Sigma}\left(\operatorname{div} \underset{\sim}{\prod_{p} \tau}\right) v d \tilde{\sim}=\int_{\Sigma} \operatorname{div} \underset{\sim}{\tau} v d \underset{\sim}{\tilde{\rho}}$ for all $v \in$ $V(\Sigma, p)$. Assuming that $v$ is sufficiently smooth (the general case follows by density), we indeed have

$$
\begin{aligned}
\int_{\Sigma} \operatorname{div} \underset{\sim}{\prod_{p} \tau} v d d \underset{\sim}{\rho} & =\int_{\Sigma}\left(-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \tau_{1} \partial_{1} v+\partial_{2} \pi_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \tau_{2} v\right) d \underset{\sim}{\tilde{\rho}}+\int_{\gamma_{0}} \pi_{p}^{\left(\tilde{\rho}_{2}\right)} \tau_{1} v d \tilde{\rho}_{2} \\
& =\int_{\Sigma} \partial_{1} \tau_{1} v+\partial_{2} \tau_{2} v d \underset{\sim}{\tilde{\rho}},
\end{aligned}
$$

where we use Lemma 2.3 and integration by parts.
It is important to estimate

$$
\begin{equation*}
\left\|\underset{\sim}{\Xi}-\underset{\sim}{\prod_{p}} \underset{\sim}{\Xi}\right\|_{L^{2}(\Sigma)}^{2}=\left\|\Xi_{1}-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \Xi_{1}\right\|_{L^{2}(\Sigma)}^{2}+\left\|\Xi_{2}-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)}^{2} . \tag{A.3}
\end{equation*}
$$

The error due to the mixed approximation depends on the regularity of the solution. The convergence rate defined below reflects that.

Definition A.1. For $U_{0} \in H^{r_{0}}(-1,1)$ with $r_{0}>3 / 2$, and $N$ as in (3.5), if there exists a minimum integer $m \in\left\{1, \ldots, N\left(r_{0}+1 / 2\right)\right\}$ such that $\left|\partial_{2}^{2 m-1} U_{0}(-1)\right|+$ $\left|\partial_{2}^{2 m-1} U_{0}(1)\right| \neq 0$, let $\bar{\gamma}\left(r_{0}, \delta\right)=\min \left\{4 m-3-\delta, r_{0}-1 / 2\right\}$, otherwise let $\bar{\gamma}\left(r_{0}, \delta\right)=$ $r_{0}-1 / 2$.

The solution $U$ for (A.1) has a singular behavior at the corners of the semiinfinite strip. To study the approximation rates for $U$, it is useful to decompose this solution in its singular and "smooth" parts. We describe the singular behavior of the solution of (A.1), by introducing in $\Sigma$ two polar coordinate systems, $\left(r_{l}, \theta_{l}\right)$, $l=1,2$ relative to the vertices $P_{1}=(0,1)$ and $P_{2}=(0,-1)$. The convention is that $r_{l}$ gives the distance to $P_{l}$ and the angle $\theta_{l} \in[0, \pi / 2]$ increases counterclockwise, so points lying on $\gamma_{0}$ have $\theta_{1}=0$ and $\theta_{2}=\pi / 2$.

The next theorem, ${ }^{17}$ shows a decomposition of the solution $U$ in singular and smooth parts and it will be of great use henceforward.

Theorem A.1. Let $U \in V(\Sigma)$ be the solution of (A.1) with $r_{0}>3 / 2$ such that $r_{0}+1 / 2$ is not an even integer. Then there exist constants $c_{j}$ such that

$$
\begin{equation*}
U=U_{S}+W, \quad U_{S}=\check{\chi} \sum_{l=1}^{2} \sum_{j=1}^{N\left(r_{0}+1 / 2\right)} c_{j} \partial_{2}^{(2 j-1)} U_{0}\left((-1)^{l+1}\right) v_{l}^{j}, \tag{A.4}
\end{equation*}
$$

where $\check{\chi}$ is a smooth cutoff function that equals the identity for $x_{1}<1$ and vanishes for $x_{1}>2, N$ is as in (3.5), and

$$
\begin{aligned}
v_{1}^{j} & =\left[\theta_{1} \cos \left((2 j-1) \theta_{1}\right)+\log r_{1} \sin \left((2 j-1) \theta_{1}\right)\right] r_{1}^{(2 j-1)} \\
v_{2}^{j} & =\left[\left(\frac{\pi}{2}-\theta_{2}\right) \sin \left((2 j-1) \theta_{2}\right)+\log r_{2} \cos \left((2 j-1) \theta_{2}\right)\right] r_{2}^{(2 j-1)}
\end{aligned}
$$

Furthermore, $\|W\|_{H^{r_{0}+1 / 2}(\Sigma)} \leq c\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)}$ for some constant $c$.

With the above decomposition result, it is possible to prove ${ }^{3}$ that

$$
\begin{equation*}
\left\|\Xi_{1}-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \Xi_{1}\right\|_{L^{2}(\Sigma)} \leq C p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}\right\|_{H^{r_{0}}(-1,1)} \tag{A.5}
\end{equation*}
$$

Unfortunately, the estimates for $\Xi_{2}$ do not come so easily, since $\stackrel{\pi}{p+1}_{1\left(\tilde{\rho}_{2}\right)}$ does not necessarily yield the best approximation in the $L^{2}$ norm. We divide the error analysis in two cases. We first analyze the general situation and then improve the result for particular conditions.

Lemma A.2. For any arbitrarily small positive real number $\delta$, there exists a constant $c$ such that

$$
\begin{equation*}
\left\|\Xi_{2}-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} \leq c p^{-1+\delta}\left\|U_{0}\right\|_{H^{3 / 2}(-1,1)} \tag{A.6}
\end{equation*}
$$

Proof. We show only the main inequalities involved. In general, $U \in H^{2-\delta}(\Sigma)$. Hence

$$
\left\|\partial_{2} U-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \partial_{2} U\right\|_{L^{2}(\Sigma)} \leq c p^{-1+\delta}\|U\|_{L^{2}\left(\mathbb{R}^{+} ; H^{2-\delta}(-1,1)\right)} \leq c p^{-1+\delta}\left\|U_{0}\right\|_{H^{3 / 2}(-1,1)}
$$

See Ref. 19 for further details.
Assume now that

$$
\begin{equation*}
\left|\partial_{2} U_{0}(-1)\right|+\left|\partial_{2} U_{0}(1)\right|=0 \tag{A.7}
\end{equation*}
$$

If $r_{0} \in(3 / 2,5 / 2)$, then

$$
\begin{equation*}
\left\|\Xi_{2} U-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} \leq c p^{-r_{0}-1 / 2}\left\|U_{0}\right\|_{H^{r_{0}}(-1,1)} \tag{A.8}
\end{equation*}
$$

Otherwise, using a duality argument, ${ }^{7}$

$$
\begin{align*}
\left\|\Xi_{2}-\stackrel{\circ}{p}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} & \leq c p^{-1}\left\|\partial_{2} \Xi_{2}-\partial_{2} \pi_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} \\
& =c p^{-1}\left\|\partial_{2} \Xi_{2}-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \partial_{2} \Xi_{2}\right\|_{L^{2}(\Sigma)} \tag{A.9}
\end{align*}
$$

by Lemma 2.3. Note that $\Xi_{2}$ solve the following Dirichlet problem:

$$
\begin{align*}
\Delta \Xi_{2}=0 & \text { in } \Sigma, \\
\Xi_{2}=0 \quad \text { on } \mathbb{R} \times\{-1,1\}, & \Xi_{2}=\partial_{2} U_{0} \quad \text { on } \gamma_{0} \tag{A.10}
\end{align*}
$$

where $U_{0} \in H^{r_{0}}(-1,1)$.
A way to obtain a good approximation for $\Xi_{2}$ is, as before, by splitting $\Xi_{2}$ in singular and smooth parts, and seeking approximations for both. In the next two results we do exactly that. The following theorem comes from Ref. 17.

Theorem A.2. Let $\Xi_{2}$ be the solution of (A.10) with $r_{0}>5 / 2$ such that $r_{0}+1 / 2$ is not an even integer, and assume that (A.7) holds. Then there exist constants $c_{j}, c$ such that

$$
\begin{equation*}
\Xi_{2}=\Xi_{2_{S}}+W_{2}, \quad \Xi_{2_{S}}=\check{\chi} \sum_{l=1}^{2} \sum_{j=2}^{N\left(r_{0}+1 / 2\right)} c_{j} \partial_{2}^{2 j-1} U_{0}\left((-1)^{l+1}\right) \bar{v}_{l}^{j-1} \tag{A.11}
\end{equation*}
$$

where

$$
\begin{aligned}
& \bar{v}_{1}^{j}=\left[\left(\frac{\pi}{2}-\theta_{1}\right) \cos \left(2 j \theta_{1}\right)+\log r_{1} \sin \left(2 j \theta_{1}\right)\right] r_{1}^{2 j}, \\
& \bar{v}_{2}^{j}=\left[\theta_{2} \cos \left(2 j \theta_{2}\right)+\log r_{2} \sin \left(2 j \theta_{2}\right)\right] r_{2}^{2 j},
\end{aligned}
$$

and $\left\|W_{2}\right\|_{H^{r_{0}-1 / 2}(\Sigma)} \leq c\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)}$.
The next lemma shows the approximation rates to the above defined singular functions. It follows from an application of the ideas of Dorr, ${ }^{13,14}$ and the Remark 6.3 of Bernardi and Maday. ${ }^{7}$ See Ref. 19 for a description of how such convergence rates can be obtained.

Lemma A.3. Let $v(r, \theta)=\check{\chi} r^{\alpha}\left[\xi_{1}(\theta)+\xi_{2}(\theta) \log r\right]$, where $\xi_{1}, \xi_{2} \in C^{\infty}([0, \pi / 2])$, and $\alpha$ is a non-negative real number. Then, for every $\delta$, there exists a constant $c$ such that

$$
\left\|v-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} v\right\|_{H^{1}(\Sigma)} \leq c p^{-2 \alpha+\delta}
$$

With the above lemma, it is easy to estimate approximation errors to $\Xi_{2}$, as we show below.

Lemma A.4. Assume that the hypotheses of Theorem A. 2 hold. Then

$$
\begin{equation*}
\left|\partial_{2} W_{2}-\partial_{2} \pi_{p}^{1\left(\tilde{\rho}_{2}\right)} W_{2}\right|_{L^{2}(\Sigma)} \leq c p^{3 / 2-r_{0}}\left\|U_{0}\right\|_{H^{r_{0}\left(\gamma_{0}\right)}} \tag{A.12}
\end{equation*}
$$

Also, if $\Xi_{2_{S}}$ is not the zero function, then for each arbitrarily small $\delta>0$ there exists a constant c such that

$$
\begin{equation*}
\left\|\Xi_{2_{S}}-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \Xi_{2_{S}}\right\|_{H^{1}(\Sigma)} \leq c p^{-4 m+4+\delta}\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)} \tag{A.13}
\end{equation*}
$$

where $m \in\left\{2, \ldots, N\left(r_{0}+\frac{1}{2}\right)\right\}$ is the minimum integer such that

$$
\left|\partial_{2}^{(2 m-1)} U_{0}(-1)\right|+\left|\partial_{2}^{(2 m-1)} U_{0}(1)\right| \neq 0
$$

Proof. Inequality (A.12) follows from spectral approximation properties, i.e.

$$
\left|\partial_{2} W_{2}-\partial_{2} \pi_{p}^{1\left(\tilde{\rho}_{2}\right)} W_{2}\right|_{L^{2}(\Sigma)} \leq c p^{3 / 2-r_{0}}\left\|W_{2}\right\|_{L^{2}\left(\mathbb{R}^{+} ; H^{r_{0}-1 / 2}\right)} \leq c p^{3 / 2-r_{0}}\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)}
$$

where the last inequality follows from Theorem A.2. Estimate (A.13) follows from the definition of $\Xi_{2_{S}}$, and Lemma A.3.

Now we are ready to estimate $\left\|\underset{\sim}{\Xi}-\underset{\sim}{\prod_{p}} \underset{\sim}{\Xi}\right\|_{L^{2}(\Sigma)}$.
Lemma A.5. For any $r_{0}>3 / 2$ such that $r_{0}+1 / 2$ is not an even integer, and any arbitrarily small $\delta>0$, there exists a constant $c$ such that

$$
\begin{aligned}
& \left\|\Xi_{1}-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{1}\right\|_{L^{2}(\Sigma)} \leq c p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}\right\|_{H^{r_{0}}(-1,1)}, \\
& \left\|\Xi_{2}-\stackrel{\circ}{p+1}_{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} \leq c p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}\right\|_{H^{r_{0}(-1,1)}}, \\
& \left\|\underset{\sim}{\Xi}-\underset{\sim}{\sim} \prod_{\sim}^{\Xi}\right\|_{L^{2}(\Sigma)} \leq c p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}\right\|_{H^{r_{0}(-1,1)}},
\end{aligned}
$$

where $\bar{\gamma}$ is as in Definition A.1.

Proof. The first bound follows immediately from (A.5). The second estimate follows, for $r_{0} \in(3 / 2,5 / 2]$, from (A.6) and (A.8). For $r_{0}>5 / 2$, note only that, from (A.9) and Theorem A.2,

$$
\begin{aligned}
& \left\|\Xi_{2}-\stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2}\right\|_{L^{2}(\Sigma)} \\
& \quad \leq c p^{-1}\left(\left\|\partial_{2} \Xi_{2 S}-\partial_{2} \pi_{p+1}^{1\left(\tilde{\rho}_{2}\right)} \Xi_{2 S}\right\|_{L^{2}(\Sigma)}+\left\|\partial_{2} W_{2}-\partial_{2} \stackrel{\circ}{\pi}_{p+1}^{1\left(\tilde{\rho}_{2}\right)} W_{2}\right\|_{L^{2}(\Sigma)}\right)
\end{aligned}
$$

Next, use (A.12), the inequality

$$
\left\|\partial_{2} \Xi_{2 S}-\partial_{2} \stackrel{\pi}{p+1}_{1\left(\tilde{\rho}_{2}\right)}^{\Xi_{2 S}}\right\|_{L^{2}(\Sigma)} \leq\left\|\Xi_{2_{S}}-\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \Xi_{2_{S}}\right\|_{H^{1}(\Sigma)}
$$

and (A.13). Finally, the third estimate of this lemma follows from (A.3).

The next theorem estimates the mixed approximation.
Theorem A.3. Assume that $U \in V(\Sigma), \underset{\sim}{\Xi} \in \underset{\sim}{S}{ }_{0}(\Sigma)$ solve (A.1) and $U(p) \in V(\Sigma, p)$, $\underset{\sim}{\Xi}(p) \in \underset{\sim}{S}{ }_{0}(\Sigma, p)$ solve (A.2). Then for any non-negative real number $r_{0}>3 / 2$ such that $r_{0}+1 / 2$ is not an even integer, and any arbitrarily small $\delta>0$, there exists a constant $c$ such that

$$
\|\underset{\sim}{\Xi}-\underset{\sim}{\Xi}(p)\|_{\sim}^{L^{2}(\Sigma)} \text { } \leq c\left(\left\|U_{0}-U_{0}(p)\right\|_{H^{1 / 2}\left(\gamma_{0}\right)}+p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}(p)\right\|_{H^{r_{0}}\left(\gamma_{0}\right)}\right) .
$$

Proof. Let $\tilde{U} \in V(\Sigma)$ and $\underset{\sim}{\tilde{\Xi}} \in \underset{\sim}{S}{ }_{0}(\Sigma)$ be such that

$$
\begin{aligned}
\int_{\Sigma} \underset{\sim}{\tilde{\Xi}} \cdot \underset{\sim}{\tau} d \underset{\sim}{\tilde{\rho}}+\int_{\Sigma} \tilde{U} \operatorname{div} \underset{\sim}{\tau} d \underset{\sim}{\tilde{\rho}}=\int_{\gamma_{0}} U_{0}(p) \tau_{1} d \tilde{\rho}_{2} & \text { for all } \underset{\sim}{\tau} \in \underset{\sim}{S_{0}}(\Sigma), \\
\int_{\Sigma} \operatorname{div} \underset{\sim}{\tilde{\Xi}} v \underset{\sim}{d}=0 & \text { for all } v \in V(\Sigma) .
\end{aligned}
$$

Then,

$$
\begin{equation*}
\|\underset{\sim}{\Xi}-\underset{\sim}{\tilde{\Xi}}\|_{L^{2}(\Sigma)} \leq c\left\|U_{0}-U_{0}(p)\right\|_{H^{1 / 2}\left(\gamma_{0}\right)} . \tag{A.14}
\end{equation*}
$$

To conclude the estimate, we use Lemma A. 1 as follows:

$$
\begin{aligned}
\int_{\Sigma}[\underset{\sim}{\Xi}-\underset{\sim}{\Xi}(p)] \prod_{\sim} p & \underset{\sim}{\underset{\Xi}{\Xi}} d \underset{\sim}{\tilde{\rho}}
\end{aligned}=-\int_{\Sigma}[\tilde{U}-U(p)] \operatorname{div} \underset{\sim}{\prod_{p}} \underset{\sim}{\underset{\sim}{\Xi}} d \underset{\sim}{\tilde{\rho}} .
$$

since $\pi_{p}^{\left(\tilde{\rho}_{2}\right)} \operatorname{div} \underset{\sim}{\underset{\Xi}{\sim}}=\operatorname{div} \underset{\sim}{\Xi}(p)$, and then

$$
\|\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\Xi}(p)\|_{L^{2}(\Sigma)}^{2}=\int_{\Sigma}[\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\Xi}(p)][\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\underset{\sim}{~}} \underset{\sim}{\tilde{\Xi}}] d \underset{\sim}{\tilde{\sim}} \leq\|\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\Xi}(p)\|_{L^{2}(\Sigma)}\left\|\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\prod_{p}} p\right\|_{L^{2}(\Sigma)} .
$$

Next, since $\prod_{\sim} p$ is a bounded operator,

$$
\begin{aligned}
& \|\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\Xi}(p)\|_{L^{2}(\Sigma)} \leq\|\underset{\sim}{\tilde{\Xi}}-\underset{\sim}{\underset{\sim}{\sim}} \underset{\sim}{\underset{\Xi}{\tilde{\Xi}}}\|_{L^{2}(\Sigma)}
\end{aligned}
$$

$$
\begin{align*}
& \leq c\|\underset{\sim}{\underset{\Xi}{\underset{\Xi}{\sim}}}-\underset{\sim}{\Xi}\|_{L^{2}(\Sigma)}+\left\|\underset{\sim}{\Xi}-\underset{\sim}{\prod_{p}}{ }_{p}\right\|_{L^{2}(\Sigma)} \\
& \leq c\left\|U_{0}-U_{0}(p)\right\|_{H^{1 / 2}\left(\gamma_{0}\right)}+\left\|\underset{\sim}{\Xi}-\prod_{\sim}{ }_{p} \underset{\sim}{\Xi}\right\|_{L^{2}(\Sigma)} \\
& \leq c\left\|U_{0}-U_{0}(p)\right\|_{H^{1 / 2}\left(\gamma_{0}\right)}+c p^{-\bar{\gamma}\left(r_{0}, \delta\right)}\left\|U_{0}(p)\right\|_{H^{r_{0}}\left(\gamma_{0}\right)}, \tag{A.15}
\end{align*}
$$

where we used Lemma A. 5 to obtain the last inequality. The theorem follows from (A.14) and the inequality above.

Comparing Theorem A. 3 with Theorem A. 5 of Ref. 3 we see that the estimates for the mixed approximations are worse than the estimates for the Galerkin approximation. For instance, if $U_{0}\left(\tilde{\rho}_{2}\right)=U_{0}(p)\left(\tilde{\rho}_{2}\right)=\tilde{\rho}_{2}$, then we can bound the error coming from the mixed methods as

$$
\|\underset{\sim}{\Xi}-\underset{\sim}{\Xi}(p)\|_{L^{2}(\Sigma)} \leq c p^{-1+\delta}\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)},
$$

while we bound the error from the Galerkin methods as

$$
\|\underset{\sim}{\nabla} U-\underset{\sim}{\nabla} U(p)\|_{L^{2}(\Sigma)} \leq c p^{-2+\delta}\left\|U_{0}\right\|_{H^{r_{0}}\left(\gamma_{0}\right)} .
$$

It is not clear whether the upper bound of Theorem A. 3 is sharp or not, and, to the best of our knowledge, there is no numerical evidence to support either case. The culprit for this possible loss of accuracy is the use of a duality argument. In fact, Eriksson ${ }^{15}$ worked out a one-dimensional example and showed that the duality argument does not yield the best possible error estimate for the $p$-method.

Proof. (of Lemma 3.3) From Definitions 3.2, Appendix A. 1 and Theorem A.3, we have that, for each $\underset{\sim}{x} \in \partial \Omega$,

$$
\begin{align*}
& \left\|\tilde{\Xi}_{n}^{2}-\tilde{\Xi}_{n}^{2}(p)\right\|_{L^{2}(\Sigma)}+\left\|\tilde{\Xi}_{3}^{2}-\tilde{\Xi}_{3}^{2}(p)\right\|_{L^{2}(\Sigma)} \\
& \quad \leq c\left(\left\|u^{2}(\underset{\sim}{x}, \cdot)-u^{2}(p)(\underset{\sim}{x}, \cdot)\right\|_{H^{1 / 2}(-1,1)}+p^{-\bar{\mu}(s, \delta)}\left\|u^{2}(\underset{\sim}{x}, \cdot)\right\|_{H^{s+2}(-1,1)}\right) . \tag{A.16}
\end{align*}
$$

After changing coordinates, and using (A.16) we see that

$$
\begin{aligned}
\left\|\Upsilon_{n}\right\|_{L^{2}\left(P^{\varepsilon}\right)}+\left\|\Upsilon_{3}\right\|_{L^{2}\left(P^{\varepsilon}\right)} \leq & c \varepsilon\left(\left\|u^{2}-u^{2}(p)\right\|_{L^{2}\left(\partial \Omega ; H^{1 / 2}(-1,1)\right)}\right. \\
& \left.+p^{-\bar{\mu}(s, \delta)}\left\|u^{2}\right\|_{L^{2}\left(\partial \Omega ; H^{s+2}(-1,1)\right)}\right) .
\end{aligned}
$$

From Lemma 3.1 and using (3.3), we gather that

$$
\left\|u^{2}-u^{2}(p)\right\|_{H^{1 / 2}\left(\partial P_{L}\right)} \leq c p^{-1-s} a_{b}^{s},
$$

and the result follows.
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